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Preface

» JUMP. TO TOPIC This book is intended to be a comprehensive textbook for the computer professionals who design, procure, or

————— use computer systems. These professionals may be proficient in their own field (design, procurement,
— application, and so forth) while knowing little about queueing theory, statistics, experimental design, or
workload characterization. Performance analysisis akey step in the design and procurement of new computer
systems including processors, languages, operating systems, networking architectures, or database systems. In
al cases, it is necessary to compare performance of new computer systems with that of similar systems. This
book provides these professionals with performance analysis techniques that are simple and straightforward
and require aminimal level of statistical sophistication.

A computer systems performance analyst must understand computer systems as well as various analysis
techniques such as statistics, probability theory, experimental design, simulation, and queueing theory. The
purpose of this book isto give basic modeling, simulation, and analysis background to systems analysts so
that they are able to understand performance terminology, correctly design performance experiments, use
simple queueing or simulation models, and interpret results. Often performance analysts are of two basic
types: those who can measure but cannot model and those who can model but cannot measure. In practice,
one needs to use both measurement as well as modeling techniques to solve performance problems. This book
stresses both aspects of the field.

There are many books on computer systems performance. These books discuss only one or two aspects of
performance analysis, with amajority of the books being queueing theoretic. Queueing theory is admittedly a
helpful tool, but the knowledge of simulation, measurement techniques, data analysis, and experimental
designisinvaluable. | wrote this book because thereis no book available that emphasizes and integrates all
these aspects of performance analysis. Experimental design techniques that help reduce analysis costs are
currently atotally neglected areain performance analysis books. As a performance analyst with several design
teams at Digital Equipment Corporation and as an instructor of a course on performance analysis at
Massachusetts I nstitute of Technology, | have been involved in the performance analysis of awide variety of
computer systems and subsystems. This book is a compendium of the techniques that were used in these
analyses.

Analytical smplicity is avaluable aspect of this book. Sophisticated queueing theoretic models and statistical
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techniques are of interest to performance specialists, but in the majority of cases simple anaysisyields
sufficiently useful results. Complex analyses are not feasible, for example, in an industrial environment where
there are considerable time restraints and deadlines. Simple models and analyses that are easily understood
expedite decisions and solutions within a design team that may be composed of team members of varying
degree of analytical sophistication. In spite of my attempt to keep the mathematical rigor to a minimum, some
portions, particularly those involving derivations or proofs of results, may be a bit too intricate for afew
readers. In such cases, it is recommended that the reader skip the particular portion during the first pass, try to
understand the examplesiillustrating the application of results, and then come back to the derivation, if
necessary.

Another interesting aspect of this book isthat it discusses common mistakes and games in various stepsin
performance studies. The book contains lists of common mistakes in performance eval uation, benchmarking,
data presentation, data analysis, experimental design, and simulation. While most of these mistakesare a
result of alack of knowledge of proper techniques, there are a number of tricks that some analysts knowingly
use to show the superiority of their systems. A knowledge of such tricks, called games, will help protect the
readers from being victimized by such analysts. The book discusses several gamesincluding those in
benchmarking, analyzing data, and presenting results.

The analysis techniques discussed in the book have been illustrated using examples and case studies—all
from the field of computer systems. Thisis an important aspect of this book. Textbooks on statistics and
experimental designs using examples from other fields such as agriculture do not interest computer scientists
as much as this book does. The case studies are from actual computer system design projects. To illustrate the
use and misuse of various techniquesin the literature, several examples of analyses published in technical
journals are also presented. Overall, there are more than 150 examples and case studies in the book.

Important techniques and results have been summarized in “boxes.” There are more than 30 such boxes. It is
expected that after afirst reading, most readers would use these boxes for a quick reference.

The book consists of 36 chapters. Most chapters are organized so that each chapter can be presented in 45
minutes with some time left for discussion of exercises and their solutionsin atypical 55-minute session of
the class. This makes the book ideally suited for aone- or two-semester course. If the course is taught in one
semester, some elementary material related to statistics and some of the advanced queueing techniques can be
omitted or assigned for student reading. Most chapters also have exercises that can be assigned as homework.

Parts of this book were used as course notes in a graduate seminar on computer systems performance at the
Massachusetts I nstitute of Technology. The students were system oriented with their primary goal being to
design new computer systems. All of the students had previously taken courses in computer architectures,
programming languages, and operating systems. Few had taken any advance courses on statistics, queueing
theory, or probability. One of the course requirementsincluded a project that required a performance anaysis
of their system. The projects were carried out on such diverse computer systems as L1SP machines, data flow
architectures, database querying packages, network protocols, and computer-aided design (CAD) tools.

Writing this book has been a monumental task. This being the first edition, many errors may have gone
unnoticed. If you notice any errors or if you have any suggestions for improvement, please write to me care of
the publisher.

RAJJAIN

Littleton, Massachusetts
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trademark of Intel Corp. Z80 is atrademark of Zilog, Inc. PDP-11/70 and VAX-11/780 are trademarks of
Digital Equipment Corp. TPC Benchmark is atrademark of the Transaction Processing Performance Council.
PCjr isatrademark of International Business Machines, Corp. Macintosh is a trademark of Apple Computer,
Inc. MS-DOS is atrademark of Microsoft Corp. UNIX isaregistered trademark of Bell Laboratories.
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PART |
, AN OVERVIEW OF PERFORMANCE EVALUATION

_ Computer system users, administrators, and designers are al interested in performance evaluation since their
goal isto obtain or provide the highest performance at the lowest cost. This goal has resulted in continuing
evolution of higher performance and lower cost systems leading to today’ s proliferation of workstations and
personal computers, many of which have better performance than earlier supercomputers. Asthe field of
computer design matures, the computer industry is becoming more competitive, and it is more important than
ever to ensure that the alternative selected provides the best cost-performance trade-off.

Performance evaluation is required at every stage in the life cycle of a computer system, including its design,
manufacturing, sales/purchase, use, upgrade, and so on. A performance evaluation is required when a
computer system designer wants to compare a number of alternative designs and find the best design. It is
required when a system administrator wants to compare a number of systems and wants to decide which
system is best for agiven set of applications. Even if there are no alternatives, performance evaluation of the
current system helps in determining how well it is performing and whether any improvements need to be
made. Unfortunately, the types of applications of computers are so numerous that it is not possible to have a
standard measure of performance, a standard measurement environment (application), or a standard technique
for al cases. Thefirst step in performance evaluation is to select the right measures of performance, the right
measurement environments, and the right techniques. This part will help in making these selections.

This part provides a general introduction to the field of performance evaluation. It consists of three chapters.
Chapter 1 provides an overview of the book and discusses why performance evaluation is an art. Mistakes
commonly observed in performance evaluation projects and a proper methodology to avoid them are
presented in Chapter 2. Selection of performance evaluation techniques and evaluation criteria are discussed
in Chapter 3.

CHAPTER 1
INTRODUCTION
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| keep six honest serving men. They taught me all | knew. Their names are What and Why and
When and How and Where and Who.

—Rudyard Kipling

Performance is akey criterion in the design, procurement, and use of computer systems. As such, the goal of
computer systems engineers, scientists, analysts, and usersisto get the highest performance for a given cost.
To achieve that goal, computer systems professionals need, at least, a basic knowledge of performance
evauation terminology and techniques. Anyone associated with computer systems should be able to state the
performance requirements of their systems and should be able to compare different alternatives to find the one
that best meets their requirements.

1.1 OUTLINE OF TOPICS

The purpose of this book isto explain the performance evaluation terminology and techniques to computer
systems designers and users. The goal isto emphasize simple techniques that help solve a mgority of
day-to-day problems. Examples of such problems are specifying performance requirements, evaluating design
aternatives, comparing two or more systems, determining the optimal value of a parameter (system tuning),
finding the performance bottleneck (bottleneck identification), characterizing the load on the system
(workload characterization), determining the number and sizes of components (capacity planning), and
predicting the performance at future loads (forecasting). Here, a system could be any collection of hardware,
software, and firmware components. It could be a hardware component, for example, a central processing unit
(CPU); asoftware system, such as a database system; or a network of several computers.

The following are examples of the types of problems that you should be able to solve after reading this book.

1. Slect appropriate evaluation techniques, performance metrics, and work-loads for a system. Later,
in Chapters 2 and 3, the terms “ evaluation techniques.” “metrics,” and “workload” are explained in
detail. Briefly, the techniques that may be used for performance evaluation are measurement,
simulation, and analytical modeling. The term metrics refers to the criteria used to evaluate the
performance of the system. For example, response time—the time to service a request—could be used
as ametric to compare two timesharing systems. Similarly, two transaction processing systems may be
compared on the basis of their throughputs, which may be specified in transactions per second (TPS).
The requests made by the users of the system are called wor kloads. For example, the CPU workload
would consist of the instructionsit is asked to execute. The workload of a database system would
consist of queries and other requests it executes for users.
The issues related to the selection of metrics and evaluation techniques are discussed in Chapter 3. For
example, after reading Part | you should be able to answer the following question.
Example 1.1 What performance metrics should be used to compare the performance of the following
systems?

(@) Two disk drives

(b) Two transaction processing systems

(c) Two packet retransmission algorithms

2. Conduct performance measurements correctly. To measure the performance of a computer system,
you need at least two tools—atool to load the system (load generator) and atool to measure the
results (monitor). There are several types of |oad generators and monitors. For example, to emulate
several users of atimesharing system, one would use aload generator called aremote ter minal
emulator (RTE). Theissuesrelated to the design and selection of such tools are discussed in Part 11.
The following is an example of a problem that you should be able to answer after that part.

Example 1.2 Which type of monitor (software or hardware) would be more suitable for measuring each
of the following quantities?

(&) Number of instructions executed by a processor
(b) Degree of multiprogramming on atimesharing system
(c) Responsetime of packets on a network

3. Use proper statistical techniques to compare several alternatives. Most performance evaluation
problems basically consist of finding the best among a number of alternatives. If a measurement or a
simulation is repeated several times, generally the results would be slightly different each time. Simply
comparing the average result of anumber of repeated trials does not lead to correct conclusions,
particularly if the variahility of the result is high. The statistical techniques used to compare several
aternatives are discussed in Part 111. The following is an example of the type of question that you
should be able to answer after reading that part.



Example 1.3 The number of packets lost on two links was measured for four file sizes as shown in
Table1.1.
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TABLE 1.1 Packets L ost on Two Links

File Size Link A Link B

JUMP TO TOPIC 1000

5 10
E— 1200 7 3
1300 3 0
50 0 1

Which link is better?

4. Design measurement and simulation experiments to provide the most information with the least
effort. Given anumber of factors that affect the system performance, it is useful to separate out the
effects of individual factors. In Part IV on experimental design, techniques to organize experiments to
obtain maximum information with a minimum number of experiments are presented. The following is
an example of an experimental design question that you should be able to answer after reading that part.
Example 1.4 The performance of a system depends on the following three factors:

(a) Garbage collection technique used: G1, G2, or none.

(b) Type of workload: editing, computing, or artificial intelligence (Al).

(c) Typeof CPU: C1, C2, or C3.

How many experiments are needed? How does one estimate the performance impact of each factor?

5. Perform simulations correctly. In designing a simulation model, one has to select alanguage for
simulation, select seeds and algorithms for random-number generation, decide the length of simulation
run, and analyze the simulation results. These issues are discussed in Part V on simulation. After
reading that part, you should be able to answer the following simulation-related question.

Example 1.5 In order to compare the performance of two cache replacement algorithms:

(@) What type of simulation model should be used?

(b) How long should the simulation be run?

(c) What can be done to get the same accuracy with a shorter run?
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(d) How can one decide if the random-number generator in the simulation is a good generator?

6. Use simple queueing models to analyze the performance of systems. Queueing models are
commonly used for analytical modeling of computer systems. In Part VI, different types of queues and
networks of queues are discussed and and their use to answer commonly asked questions about system
performance is described. The following is an exercise that you will be able to solve after reading that
part.

Example 1.6 The average response time of a database system is 3 seconds. During a 1-minute
observation interval, the idle time on the system was 10 seconds. Using a queueing model for the
system, determine the following:

(a) System utilization

(b) Average servicetime per query

() Number of queries completed during the observation interval

(d) Average number of jobsin the system

(e) Probability of number of jobsin the system being greater than 10
(f) 90-percentile response time

(9) 90-percentile waiting time

The preceding six examples correspond to the six parts of this book.

The remainder of Part | explains the steps common to all performance studies beginning with an example of
the performance games people play to show that their system is better. Some common mistakes that beginners
make are described. In addition, the key components of performance studies, in particular, the selection of
performance metrics and evaluation techniques, are discussed.

1.2 THE ART OF PERFORMANCE EVALUATION

Contrary to common belief, performance evaluation is an art. Like awork of art, successful evaluation cannot
be produced mechanically. Every evaluation reguires an intimate knowledge of the system being modeled and
acareful selection of the methodology, workload, and tools. When first presented to an analyst, most
performance problems are expressed as an abstract feeling, like arough sketch, by the end user. Defining the
real problem and converting it to aform in which established tools and techniques can be used and where time
and other constraints can be met isamajor part of the analyst’'s“art.”

Like an artist, each analyst has a unique style. Given the same problem, two analysts may choose different
performance metrics and evaluation methodologies. In fact, given the same data, two analysts may interpret
them differently. The following example shows atypical case for which, given the same measurements, two
system designers can each prove that hig’her system is better than that of the other.

Example 1.7 The throughputs of two systems A and B were measured in transactions per second. The
results are shownin Table 1.2.

TABLE 1.2 Throughput in Transactions per Second

System Workload 1 Workload 2
A 20 10
B 10 20

There are three ways to compare the performance of the two systems. The first way is to take the
average of the performances on the two workloads. This leads to the analysis shownin Table 1.3. The
conclusion in this caseis that the two systems are equally good. The second way is to consider the ratio
of the performances with system B as the base, as shown in Table 1.4. The conclusion in this caseis
that system A is better than B. The third way isto consider the performance ratio with system A asthe
base, as shown in Table 1.5. The conclusion in this caseis that system B is better than A.
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TABLE 1.3 Comparing the Average Throughput

System Workload 1 Workload 2 Average
JUMP TO TOPIC A 20 10 15

| s 10 20 1

TABLE 1.4 Throughput with Respect to System B

System Workload 1  Workload 2 Average

A 2 0.5 1.25
B 1 1 1

TABLE 1.5 Throughput with Respect to System A

System Workload 1  Workload 2 Average

A 1 1 1

B 05 2 1.25

This example illustrates a technique known as the ratio game, which is discussed later in Chapter 11. Similar
games can be played in selecting the workload, measuring the systems, and presenting the results. Some
games are intentional, because the proponents of a system want to show the superiority of their proposed
aternatives; others are simply aresult of alack of knowledge about performance evaluation techniques. A
knowledge of common mistakes and games hel ps in understanding the importance of proper methodol ogy.
Therefore, such mistakes and games are discussed in many parts of this book.

1.3 PROFESSIONAL ORGANIZATIONS, JOURNALS, AND
CONFERENCES
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For those new to the field of performance evaluation, there are a number of ways to keep abreast of the new
developmentsin thisfield. Some of the journals, professional organizations, conferences, and other subjects
that a performance analyst would find useful are the topics of this section.

Computer systems performance analysts generally belong to at least two different types of professional
organizations—one dealing with performance and the other dealing with the type of computer systems that
interest them. For example, a performance analyst working on database system would belong to database
organizations and performance organizations. Some of the organizations devoted exclusively to performance
anaysis are asfollows:

1. ACM SGMETRICS The Association for Computing Machinery’s Special Interest Group concerned
with computer system performance is an organization for researchers engaged in developing

methodol ogies and users seeking new or improved techniques for analysis of computer systems. It
publishes a newsdletter, Performance Evaluation Review, which is distributed quarterly to all members.
For membership and other information contact ACM, 11 West 42nd Street, New York, NY 10036.

2. |EEE Computer Society: The Institute of Electrical and Electronic Engineers (IEEE) Computer
Society has a number of technical committees. In particular, the technical committee on simulation may
be of interest to performance analysts. For further information contact IEEE, 345 47th Street, New
York, NY 10017-2394.

3. ACM SGSM: The ACM’s specid interest group on simulation publishes Smulation Digest, a
quarterly newsletter in cooperation with IEEE Computer Society Technical Committee on Simulation.

4. CMG: The Computer Measurement Group, Inc. is oriented toward practica (as contrasted with
theoretical) uses of computer performance measurement and evaluation tools and techniques. It
publishes a quarterly journal called CMG Transactions, which contains articles on measurement,
anaysis, prediction, and management of computer systems performance. CMG has a number of
regiona groupsin the United States and abroad that meet frequently to exchange information. The
international regiona groupsinclude those in Australia, Canada, Japan, United Kingdom, Belgium,
West Germany, France, and Italy. CMG headquarters are located at 111 E. Wacker Drive, Chicago, IL
60601.

5. IFIP Working Group 7.3: The International Federation for Information Processing is a multinational
federation of technical societies concerned with information processing. The American Federation of
Information Processing Societies (AFIPS) represents the United States. The Association for Computing
Machinery (ACM), the IEEE, and other professional organizations are members of AFIPS. IFIP has
several technical committees (TCs) and working groups (WGs). The WG 7.3 is devoted to computer
systems modeling.

6. The Society for Computer Smulation: Thisis a society of professionalsinterested in computer
simulation and mathematical modeling. The society sponsors regional meetings and national and
international conferences and publishes a monthly technical journal, Smulation; the semiannual
Simulation Series of hardbound books; and a quarterly journal, Transactions of the Society for
Computer Smulation. The society has regional councils active in the continental United States, Canada,
and the United Kingdom. SCS sponsors the Summer Computer Simulation Conference, the SCS
Multiconference, the Eastern Simulation Conferences, the Winter Simulation Conference, and others.
For membership information write to The Society for Computer Simulation, P.O. Box 17900, San
Diego, CA 92117. Similar societies exist in many other countries, for example, Dutch Benelux
Simulation Society, Gesellschaft fur Informatic—Arbeitsgemeinschaft fur Simulation, Japan Society
for Simulation Technology, The Italian Society for Computer Simulation, Chinese System Simulation
Council, and The International Marine Simulator Forum.

7. SAM: The Society for Industrial and Applied Mathematics promotes basic research leading to the
development of new mathematical techniques useful to industry and science. It publishes a number of
journals on topics of interest to computer systems performance analysts. These include SAM Review,
SIAM Journal on Control and Optimization, S AM Journal on Numerical Analysis, S AM Journal on
Computing, SAM Journal on Scientific and Satistical Computing, and Theory of Probability and Its
Applications. For further information contact SIAM, Suite 1400, 117 South 17th Street, Philadelphia,
PA 19103-5052.

8. ORSA: The Operations Research Society of Americais an organization of professionalsinterested in
operation research techniques including linear and dynamic programming, queueing theory, game
theory, network analysis, replacement and inventory theories, scheduling, and simulation. The society
holds semiannual national meetings jointly with The Institute of Management Sciences (TIMS). The
society has a number of geographical sections, technical sections, special interest groups, and student
sections throughout the United States. The society represents the United States in the | nternational




Federation of Operational Research Societies (INFORS). It publishes a number of journas of interest to
performance analysts, including Operations Research, ORSA Journal on Computing, Mathematics of
Operations Research (jointly with TIMS), Operations Research Letters (copublished with
Elsevier/North-Holland), and Sochastic Models (copublished with Marcel Dekker). For further
information contact ORSA Business Office, Mount Royal & Guilford Avenues, Baltimore, MD 21202.
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Each of the organizations listed above organizes annual conferences. There are annual SSIGMETRICS and
CMG conferences. |FIP Working Group 7.3 sponsors conferences called “PERFORMANCE,” which are
scheduled every 18 months and are held aternately in Europe and in North America. Both SIGMETRICS and
» JUMP. TO TOPIC PERFORMANCE conferences carry high-quality papers describing new research in performance evaluation

————— techniques. Proceedings of SIGMETRICS conferences generally appear as specia issues of Performance
— Evaluation Review, the quarterly journa published by ACM SIGMETRICS. Applied Computer Research, a
private business organization (address: P.O. Box 82266, Phoenix, AZ 85071) organizes annual conferences on
EDP Performance and Capacity Management. ACM SIGSIM and |EEE Computer Society Technical
Committee on Simulation jointly sponsor conferences on simulations. The University of Pittsburgh’s School
of Engineering and |EEE sponsor the Annual Pittsburgh Conference on Maodeling and Simulation.

There are anumber of journals devoted exclusively to computer systems performance evaluation. The papers
in these journals are related to either performance techniques in general or their applications to computer
systems. Of these, Performance Evaluation Review, CMG Transactions, Smulation, Smulation Digest, SAM
Review, and Operations Research have aready been mentioned earlier. In addition, Performance Evaluation
and EDP Performance Review should also be mentioned (published by private organizations). Performance
Evaluation is published twice ayear by Elsevier Science Publishers B.V. (North-Holland), P.O. Box 1991,
1000 BZ Amsterdam, The Netherlands. In the United States and Canada, it is distributed by Elsevier Science
Publishing Company, 52 Vanderbilt Avenue, New York, NY 10017. EDP Performance Review is published
monthly by Applied Computer Research. The annual reference issue carries a survey of commercial
performance-related hardware and software tools including monitoring, simulation, accounting, program
anayzer, and others.

A vast majority of papers on performance appear in other computer science or statistics journals. For example,
more papers dealing with distributed systems performance appear in journals on distributed systemsthan in
the performance journas. In particular, many of the seminal papers on analytical modeling and simulation
techniques initially appeared in Communications of the ACM. Other journals that publish papers on computer
systems performance analysis are |EEE Transactions on Software Engineering, IEEE Transactions on
Computers, and ACM Transactions on Computers.

Studentsinterested in taking additional courses on performance eva uation techniques may consider courses
on statistical inference, operations research, stochastic processes, decision theory, time series analysis, design
of experiments, system simulation, queueing theory, and other related subjects.
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1.4 PERFORMANCE PROJECTS

| hear and | forget. | seeand | remember. | do and | understand.
—Chinese Proverb

The best way to learn a subject isto apply the concepts to area system. Thisis specially true of computer
systems performance eval uation because even though the techniques appear simple on the surface, their
applicationsto real systems offer adifferent experience since the real systems do not behavein asimple
manner.

It is recommended that courses on performance evaluation include at least one project where student teams
arerequired to select a computer subsystem, for example, a network mail program, an operating system, a
language compiler, atext editor, a processor, or a database. They should a so be required to perform some
measurements, analyze the collected data, simulate or anaytically model the subsystem, predict its
performance, and validate the model. Student teams are preferable to individual student projects since most
rea-life projects require coordination and communication with several other people.

Examples of some of the projects completed by students as part of a course on computer system performance
analysis techniques based on the contents of this book are as follows:

1. Measure and compare the performance of window systems of two Al systems.
Simulate and compare the performance of two processor interconnection networks.
M easure and analyze the performance of two microprocessors.

Characterize the workload of a campus timesharing system.

. Compute the effects of various factors and their interactions on the performance of two
text-formatting programs.

6. Measure and analyze the performance of adistributed information system.
7. Simulate the communications controllers for an intelligent termina system.
8. Measure and analyze the performance of a computer-aided design tool.

9. Measure and identify the factors that affect the performance of an experimental garbage collection
agorithm.

10. Measure and compare the performance of remote procedure calls and remote pipe calls.

11. Anayzethe effect of factors that impact the performance of two Reduced Instruction Set Computer
(RISC) processor architectures.

12. Analyze the performance of a parallel compiler running on a multiprocessor system.

13. Develop a software monitor to observe the performance of alarge multiprocessor system.

14. Analyze the performance of a distributed game program running on a network of Al systems.
15. Compare the performance of several robot control algorithms.

oA wN

In each case, the goal wasto provide an insight (or information) not obvious before the project. Most projects
were real problems that the students were already required to solve as part of other courses, thesis work, or a
job. Asthe course progressed and students learned new techniques, they attempted to apply the techniques to
their particular problem. At the end of the course, the students presented the results to the class and discussed
their findings and frustrations. The latter was especially enlightening since many techniques that worked in
theory did not produce meaningful insightsin practice.

At the end of many chaptersin this book, there are exercises asking the reader to choose a computer system
and apply the techniques of the chapter to that system. It is recommended that the students attempt to apply
the techniques to the system of their project.

EXERCISE

1.1 The measured performance of two database systems on two different work-loadsis shown in Table
1.6. Compare the performance of the two systems and show that

a. System A is better
b. System B is better

TABLE 1.6 Throughput in Queries per Second

System Workload 1 Workload 2
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CHAPTER 2
8 .. 1 COMMON MISTAKES AND HOW TO AVOID THEM

_ Wise men learn by other men’s mistakes, fools by their own.

—H. G. WHdlls

In order to motivate the use of proper methodology for performance evaluation, this chapter begins with alist
of mistakes observed frequently in performance evaluation projects. Thislist then leads to the formulation of
a systematic approach to performance evaluation. Various steps in correctly conducting a performance

eva uation study and the order in which the steps should be carried out are presented.

2.1 COMMON MISTAKES IN PERFORMANCE EVALUATION

Unlike the games discussed in Section 1.2, most of the mistakes listed here are not intentional. Rather, they
happen due to simple oversights, misconceptions, and lack of knowledge about performance evaluation
techniques.

1. No Goals. Goas are an important part of all endeavors. Any endeavor without goalsis bound to fail.
Performance evaluation projects are no exception. The need for a goal may sound obvious, but many
performance efforts are started without any clear goals. A performance analyst, for example, is
routinely hired along with the design team. The analyst may then start modeling or simulating the
design. When asked about the goals, the analyst’ s answer typically isthat the model will help answer a
design questions that may arise. A common claim is that the model will be flexible enough to be easily
modified to solve different problems. Experienced analysts know that there is no such thing asa
general-purpose model. Each model must be devel oped with a particular goal in mind. The metrics,
workloads, and methodology all depend upon the goal. The part of the system design that needs to be
studied in the model varies from problem to problem. Therefore, before writing the first line of a
simulation code or the first equation of an analytical model or before setting up a measurement
experiment, it isimportant for the analyst to understand the system and identify the problem to be
solved. Thiswill help identify the correct metrics, workloads, and methodol ogy.

Setting goalsis not atrivia exercise. Since most performance problems are vague when first presented,
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understanding the problem sufficiently to write a set of goalsis difficult. For example, a problem that
was initially stated as one of finding atimeout algorithm for retransmissions on a network was later
defined as a congestion control problem of finding out how the load on the network should be adjusted
under packet loss. Once the prablem is clear and the goals have been written down, finding the solution
is often easier.

2. Biased Goals: Another common mistake isimplicit or explicit biasin stating the goals. If, for
example, the goal is“to show that OUR system is better than THEIRS,” the problem becomes that of
finding the metrics and workloads such that OUR system turns out better rather than that of finding the
right metrics and workloads for comparing the two systems. One rule of professional etiquette for
performance analystsis to be unbiased. The performance analyst’sroleis like that of a jury. Do not
have any preconceived biases and base al conclusions on the results of the analysis rather than on pure
beliefs.

3. Unsystematic Approach: Often analysts adopt an unsystematic approach whereby they select system
parameters, factors, metrics, and workloads arbitrarily. This leads to inaccurate conclusions. The
systematic approach to solving a performance problem is to identify a complete set of goals, system
parameters, factors, metrics, and workloads. Thisis discussed in detail in Section 2.2.

4. Analysiswithout Understanding the Problem: Inexperienced analysts feel that nothing really has
been achieved until amodel has been constructed and some numerical results have been obtained. With
experience, they learn that alarge share of the analysis effort goesin to defining a problem. This share
often takes up to 40% of the total effort. This supports the old saying: A problem well stated is half
solved. Of the remaining 60%, alarge share goes into designing alternatives, interpretation of the
results, and presentation of conclusions. Development of the model itself isasmall part of the
problem-solving process. Just as cars and trains are a means of getting somewhere and not an end in
themselves, models are a means of reaching conclusions and not the final result. Analysts who are
trained in modeling aspects of performance evaluation but not in problem definition or result
presentation often find their models being ignored by the decision makers who are looking for guidance
and not a model.

5. Incorrect Performance Metrics: A metric, as explained in Section 1.1, refers to the criterion used to
quantify the performance of the system. Examples of commonly used performance metrics are
throughput and response time. The choice of correct performance metrics depends upon the services
provided by the system or subsystem being modeled. For example, the performance of Central
Processing Units (CPUSs) is compared on the basis of their throughput, which is often measured in terms
of millions of instructions per second (M1 PS). However, comparing the MIPS of two different CPU
architectures, such as Reduced Instruction Set Computers (RISCs) and Complex Instruction Set
Computers (CISCs), is meaningless since the instructions on the two computers are unequal. By

mani pul ating the metrics, as shown in Chapter 11, it is possible to change the conclusions of a
performance study. The considerations involved in selecting the right performance metrics are
discussed in Section 3.2.

A common mistake in selecting metrics is that analysts often choose those that can be easily computed
or measured rather than the ones that are relevant. Metrics that are difficult to compute are ignored.

6. Unrepresentative Workload: The workload used to compare two systems should be representative of
the actual usage of the systemsin the field. For example, if the packetsin networks are generaly a
mixture of two sizes—short and long—the workload to compare two networks should consist of short
and long packet sizes.

The choice of the workload has a significant impact on the results of a performance study. The wrong
workload will lead to inaccurate conclusions. Workload selection is discussed in detail in Chapter 5.
Benchmarking games that people play to show the superiority of their systems are discussed in Section
9.4.

7. Wrong Evaluation Technique: There are three evaluation techniques. measurement, simulation, and
anaytical modeling. Analysts often have a preference for one evaluation technique that they use for
every performance evaluation problem. For example, those proficient in queueing theory will tend to
change every performance problem to a queueing problem even if the system istoo complex and is
easily available for measurement. Those proficient in programming will tend to solve every problem by
simulation. This marriage to a single technique leads to a model that they can best solve rather thanto a
model that can best solve the problem. The problem with these transformationsiis that they may
introduce phenomenainto the model that were not present in the original system or they may leave out
some important phenomena that were in the original system.

An analyst should have a basic knowledge of all three techniques. There are a number of factors that
should be considered in selecting the right technique. Thistopic is discussed further in Section 3.1.
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8. Overlooking Important Parameters: It is agood ideato make a complete list of system and
workload characteristics that affect the performance of the system. These characteristics are called
parameters. For example, system parameters may include quantum size (for CPU allocation) or
» TUMPTOTOPIC. working set size (for memory alocation). Workload parameters may include the number of users,
Attt T bl AT request arrival patterns, priority, and so on. The analyst can choose a set of values for each of these
— parameters; the final outcome of the study depends heavily upon those choices. Overlooking one or
more important parameters may render the results useless.

9. Ignoring Sgnificant Factors: Parameters that are varied in the study are called factors. For example,
among the workload parameters listed above only the number of users may be chosen as a factor; other
parameters may be fixed at their typical values. Not all parameters have an equal effect on the
performance. It isimportant to identify those parameters, which, if varied, will make a significant
impact on the performance. Unless there is reason to believe otherwise, these parameters should be
used as factors in the performance study. For example, if packet arrival rate rather than packet size
affects the response time of a network gateway, it would be better to use several different arrival rates
in studying its performance.

Factors that are under the control of the end user (or decision maker) and can be easily changed by the
end user should be given preference over those that cannot be changed. Do not waste time comparing
aternatives that the end user cannot adopt either because they involve actions that are unacceptable to
the decision makers or because they are beyond their sphere of influence.

It isimportant to understand the randomness of various system and workload parameters that affect the
performance. Some of these parameters are better understood than others. For example, an analyst may
know the distribution for page references in a computer system but have no idea of the distribution of
disk references. In such a case, a common mistake would be to use the page reference distribution as a
factor but ignore disk reference distribution even though the disk may be the bottleneck and may have
more influence on performance than the page references. The choice of factors should be based on their
relevance and not on the analyst’ s knowledge of the factors. Every attempt should be made to get
realistic values of al relevant parameters and their distributions. For unknown parameters, a sensitivity
anaysis, which shows the effect of changing those parameters from their assumed values, should be
done to quantify the impact of the uncertainty.

10. Inappropriate Experimental Design: Experimental design relates to the number of measurement or

simulation experiments to be conducted and the parameter values used in each experiment. Proper
selection of these values can lead to more information from the same number of experiments. |mproper
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selection can result in awaste of the analyst’s time and resources.

In naive experimental design, each factor is changed one by one. As discussed in Chapter 16, this
“simple design” may lead to wrong conclusions if the parametersinteract such that the effect of one
parameter depends upon the values of other parameters. Better alternatives are the use of the full
factorial experimental designs and fractional factorial designs explained in Part IV.

11. Inappropriate Level of Detail: The level of detail used in modeling a system has a significant
impact on the problem formulation. Avoid formulations that are either too narrow or too broad. For
comparing aternatives that are slight variations of a common approach, a detailed model that
incorporates the variations may be more useful than a high-level model. On the other hand, for
comparing aternatives that are very different, simple high-level models may allow severa alternatives
to be analyzed rapidly and inexpensively. A common mistake is to take the detailed approach when a
high-level model will do and vice versa. It is clear that the goals of a study have a significant impact on
what is modeled and how it is analyzed.

12. No Analysis: One of the common problems with measurement projectsis that they are often run by
performance analysts who are good in measurement techniques but lack data analysis expertise. They
collect enormous amounts of data but do not know how to analyze or interpret it. The result is a set of
magnetic tapes (or disks) full of datawithout any summary. At best, the analyst may produce a thick
report full of raw data and graphs without any explanation of how one can use the results. Therefore, it
is better to have ateam of performance analysts with measurement as well as analysis background.

13. Erroneous Analysis. There are a number of mistakes analysts commonly make in measurement,
simulation, and analytical modeling, for example, taking the average of ratios and too short simulations.
Lists of such mistakes are presented throughout this book during discussions on individual techniques.

14. No Sensitivity Analysis. Often analysts put too much emphasis on the results of their analysis,
presenting it as fact rather than evidence. The fact that the results may be sensitive to the workload and
system parameters is often overlooked. Without a sensitivity analysis, one cannot be sure if the
conclusions would change if the analysis was done in adlightly different setting. Also, without a
sensitivity analysis, it is difficult to access the relative importance of various parameters.
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15. Ignoring Errorsin Input; Often the parameters of interest cannot be measured. Instead, another
variable that can be measured is used to estimate the parameter. For example, in one computer network
device, the packets were stored in alinked list of buffers. Each buffer was 512 octets long. Given the
» TUMPTOTOPIC. number of buffers required to store packets, it was impossible to accurately predict the number of

ek bl LA packets or the number of octets in the packets. Such situations introduce additional uncertaintiesin the
— input data. The analyst needs to adjust the level of confidence on the model output obtained from such

data. Also, it may not be worthwhile to accurately model the packet sizes when the input can be off by

as much as 512 octets. Another point illustrated by this exampleis the fact that input errors are not
always equally distributed about the mean. In this case, the buffer space is always more than the actual
number of octets transmitted on or received from the network. In other words, the input is biased.

16. Improper Treatment of Outliers: Valuesthat are too high or too low compared to a magjority of
valuesin aset are called outliers. Outliersin the input or model output present a problem. If an outlier
is not caused by areal system phenomenon, it should be ignored. Including it would produce aninvalid
model. On the other hand, if the outlier is a possible occurrence in areal system, it should be
appropriately included in the model. Ignoring it would produce an invalid model. Deciding which
outliers should be ignored and which should be included is part of the art of performance evaluation
and requires careful understanding of the system being modeled.

17. Assuming No Change in the Future: It is often assumed that the future will be the same as the past.
A model based on the workload and performance observed in the past is used to predict performancein
the future. The future workload and system behavior is assumed to be the same as that already
measured. The analyst and the decision makers should discuss this assumption and limit the amount of
time into the future that predictions are made.

18. Ignoring Variability: It is common to analyze only the mean performance since determining
variability is often difficult, if not impossible. If the variahility is high, the mean alone may be
misleading to the decision makers. For example, decisions based on the daily averages of computer
demands may not be useful if the load demand has large hourly peaks, which adversely impact user
performance.

19. Too Complex Analysis. Given two analyses leading to the same conclusion, one that is simpler and
easier to explain is obvioudly preferable. Performance analysts should convey final conclusionsin as
simple amanner as possible. Some analysts start with complex models that cannot be solved or a
measurement or simulation project with very ambitious goals that are never achieved. It is better to start
with ssimple models or experiments, get some results or insights, and then introduce the complications.
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Thereisasignificant difference in the types of models published in the literature and those used in the
real world. The models published in the literature and, therefore, taught in schools are generally too
complex. Thisis because trivial models, even when very illuminating, are not generally accepted for
publication. For some reason, the ability to develop and solve a complex model is valued more highly
in academic circles than the ability to draw conclusions from a simple model. However, in the
industrial world, the decision makers are rarely interested in the modeling technique or its
innovativeness. Their chief concern is the guidance that the model provides along with the time and
cost to develop the model. The decision deadlines often lead to choosing simple models. Thus, a
majority of day-to-day performance problemsin the real world are solved by simple models. Complex
models arerarely, if ever, used. Even if the time required to develop the model was not restricted,
complex models are not easily understood by the decision makers, and therefore, the model results may
be misbelieved. This causes frustrations for new graduates who are very well trained in complex
modeling techniques but find few opportunities to use them in the real world.

20. Improper Presentation of Results: The eventual aim of every performance study isto help in
decision making. An analysis that does not produce any useful resultsis afailure, asisthe analysis with
results that cannot be understood by the decision makers. The decision makers could be the designers of
a system, the purchasers of a system, or the sponsors of a project. Conveying (or selling) the results of
the analysis to decision makers is the responsibility of the analyst. This requires the prudent use of
words, pictures, and graphs to explain the results and the analysis. The right metric to measure the
performance of an analyst is not the number of analyses performed but the number of analyses that
helped the decision makers.

21. Ignoring Social Aspects. Successful presentation of the analysis results requires two types of skills:
social and substantive. Writing and speaking are social skills while modeling and data analysis are
substantive skills. Most analysts have good substantive skills, but only those who have good social
skills are successful in selling their results to the decision makers. Acceptance of the analysis results
requires developing atrust between the decision makers and the analyst and presentation of the results
to the decision makers in amanner understandable to them. If decision makers do not believe or
understand the analysis, the analyst fails to make an impact on the final decision. Social skills are
particularly important in presenting results that are counter to the decision makers' beliefs and values or
that require a substantial change in the design.

Beginning analysts often fail to understand that social skills are often more important than substantive
skills. High-quality analyses may be rejected simply because the analyst has not put enough effort and
time into presenting the results. The decision makers are under time pressures and would like to get to
the final results as soon as possible. They generally are not interested in the innovativeness of the
approach or the approach itself. On the other hand, the analyst, having spent a considerable amount of
time on the analysis, may be more interested in telling the decision makers about the innovativeness of
the modeling approach than the final results. This disparity in viewpoint may lead to areport that is too
long and fails to make an impact. The problem is compounded by the fact that the analyst also has to
present the results to his’her peers who are analysts themselves and would like to know more about the
approach than the final results. One solution, therefore, is to prepare two separate presentations (or
reports) for the two audiences. The presentation to the decision makers should have minimal analysis
jargon and emphasize the final results, while the presentation to other analysts should include all the
details of the analysis techniques. Combining these two presentations into one could make it
meaningless for both audiences.

Inexperienced analysts assume that the decision makers are like themselves and share the same beliefs,
values, language, and jargon. Thisis often not true. The decision makers may be good at evaluating the
results of the analysis but may not have a good understanding of the analysisitself. In their positions as
decision makers, they have to weigh several factors that the analyst may not consider important, such as
the political impact of the decision, the delay in the project schedule, or the availability of personnel to
implement a particular decision. The analyst who makes an effort to understand the decision makers
concerns and incorporates these as much as possible into the presentation will have a better chance of
“selling” the analysis than one who sees things only from his’her own point of view.

22. Omitting Assumptions and Limitations: Assumptions and limitations of the analysis are often
omitted from the final report. This may lead the user to apply the analysis to another context where the
assumptions will not be valid. Sometimes analysts list the assumptions at the beginning of the report
but then forget the limitations at the end and make conclusions about environments to which the
analysis does not apply.
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The above discussion on common mistakes is summarized in Box 2.1, which presents a checklist of questions
concerning performance analysis. All questions should be answered affirmatively. Thelist can also be used by
the decision makers to review performance analyses presented to them.

JUMP'TO TOFIC Box 2.1 Checklist for Avoiding Common Mistakesin Performance Evaluation
B 1. Isthe system correctly defined and the goals clearly stated?
Are the goals stated in an unbiased manner?
Have al the steps of the analysis followed systematically?
Isthe problem clearly understood before analyzing it?
Are the performance metrics relevant for this problem?
Is the workload correct for this problem?
I's the eval uation technique appropriate?
Isthelist of parameters that affect performance complete?
Have all parameters that affect performance been chosen as factors to be varied?
. Isthe experimental design efficient in terms of time and results?
. Istheleve of detail proper?
. Isthe measured data presented with analysis and interpretation?
. Isthe analysis statistically correct?
. Has the sensitivity analysis been done?
. Would errorsin the input cause an insignificant change in the results?
. Havetheoutliersin the input or output been treated properly?
. Have the future changes in the system and workload been model ed?
. Has the variance of input been taken into account?
. Has the variance of the results been analyzed?
. Isthe analysis easy to explain?
. Isthe presentation style suitable for its audience?
. Have the results been presented graphically as much as possible?

© N O~ WN
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| 23. Arethe assumptions and limitations of the analysis clearly documented? |

2.2 A SYSTEMATIC APPROACH TO PERFORMANCE EVALUATION

Most performance problems are unique. The metrics, workload, and evaluation techniques used for one
problem generally cannot be used for the next problem. Nevertheless, there are steps common to all
performance evaluation projects that help you avoid the common mistakes listed in Section 2.1. These steps
areasfollows.

1. Sate Goals and Define the System: Thefirst step in any performance evauation project isto state
the goals of the study and define what constitutes the system by delineating system boundaries. Given
the same set of hardware and software, the definition of the system may vary depending upon the goals
of the study. Given two CPUs, for example, the goal may be to estimate their impact on the response
time of interactive users. In this case, the system would consist of the timesharing system, and the
conclusions of the study may depend significantly on components external to the CPU. On the other
hand, if the two CPUs are basically similar except for their Arithmetic-Logic Units (ALUs) and the
goal isto decide which ALU should be chosen, the CPUs may be considered the system’s and only the
components inside the CPU may be considered part of the system.

The choice of system boundaries affects the performance metrics as well as workloads used to compare
the systems. Therefore, understanding the system boundaries isimportant. Although the key
consideration in setting the system boundaries is the objective of the study, other considerations, such
as administrative control of the sponsors of the study, may aso need to be taken into account. If the
sponsors do not have a control over some components, they may want to keep those components
outside the system boundaries.

2. List Services and Outcomes: Each system provides a set of services. For example, a computer
network allows its users to send packets to specified destinations. A database system responds to
queries. A processor performs a number of different instructions. The next step in analyzing asystemis
to list these services. When a user requests any of these services, there are a number of possible
outcomes. Some of these outcomes are desirable and some are not. For example, a database system may
answer a query correctly, incorrectly (due to inconsistent updates), or not at all (due to deadlocks or
some similar problems). A list of services and possible outcomesis useful later in selecting the right
metrics and workloads.

3. Select Metrics: The next step isto select criteriato compare the performance. These criteriaare
called metrics. In general, the metrics are related to the speed, accuracy, and availability of services.
The performance of a network, for example, is measured by the speed (throughput and delay), accuracy
(error rate), and availability of the packets sent. The performance of a processor is measured by the
speed of (time taken to execute) various instructions. The selection of the correct metricsis discussed in
Section 3.2.

4, List Parameters: The next step in performance projectsisto make alist of all the parameters that
affect performance. The list can be divided into system parameters and workload parameters. System
parameters include both hardware and software parameters, which generally do not vary among various
installations of the system. Workload parameters are characteristics of users' requests, which vary from
oneinstallation to the next.

Thelist of parameters may not be complete. That is, after the first pass of the analysis, you may
discover that there are additional parameters that affect the performance. Y ou can then add these
parametersto thelist, but at al times keep the list as comprehensive as possible. This allows the analyst
and decision makers to discuss the impact of various parameters and determine what data needs to be
collected before or during the analysis.

5. Select Factorsto Study: The list of parameters can be divided into two parts: those that will be
varied during the evaluation and those that will not. The parametersto be varied are called factors and
their values are called levels. In generd, the list of factors, and their possible levels, islarger than what
the available resources will allow. Otherwise, the list will keep growing until it becomes obvious that
there are not enough resources to study the problem. It is better to start with a short list of factorsand a
small number of levels for each factor and to extend the list in the next phase of the project if the
resources permit. For example, you may decide to have only two factors. quantum size and the number
of users. For each of these two factors you may choose only two levels. small and large. The working
set size and the type of workload may be fixed.

The parameters that are expected to have a high impact on the performance should be preferably
selected as factors. Like metrics, acommon mistake in selecting the factorsis that the parameters that
are easy to vary and measure are used as factors while other more influential parameters are ignored




simply because of the difficulty involved

In selecting factors, it isimportant to consider the economic, political, and technological constraints
that exist aswell asincluding the limitations imposed by the decision makers' control and the time
available for the decision. Thisincreases the chances of finding a solution that is acceptable and

implementable.
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6. Sdect Evaluation Technique: The three broad techniques for performance evaluation are analytical
modeling, simulation, and measuring areal system. The selection of the right technique depends upon
the time and resources available to solve the problem and the desired level of accuracy. The selection of
evaluation techniquesis discussed in Section 3.1.

e ———— 7. SHect Workload: The workload consists of alist of service requests to the system. For example, the
e workload for comparing several database systems may consist of aset of queries. Depending upon the
evaluation technique chosen, the workload may be expressed in different forms. For analytical
modeling, the workload is usually expressed as a probability of various requests. For simulation, one
could use atrace of requests measured on areal system. For measurement, the workload may consist of
user scripts to be executed on the systems. In all cases, it is essential that the workload be representative
of the system usagein redl life. To produce representative workloads, one needs to measure and
characterize the workload on existing systems. These and other issues related to workloads are
discussed in Part 11.

8. Design Experiments: Once you have alist of factors and their levels, you need to decide on a
seguence of experiments that offer maximum information with minimal effort. In practice, it is useful to
conduct an experiment in two phases. In the first phase, the number of factors may be large but the
number of levelsis small. The goal isto determine the relative effect of various factors. In most cases,
this can be done with fractional factorial experimental designs, discussed in Part V. In the second
phase, the number of factorsis reduced and the number of levels of those factors that have significant
impact isincreased.

9. Analyze and Interpret Data: It isimportant to recognize that the outcomes of measurements and
simulations are random quantities in that the outcome would be different each time the experiment is
repeated. In comparing two alternatives, it is necessary to take into account the variability of the results.
Simply comparing the means can lead to inaccurate conclusions. The statistical techniquesto compare
two alternatives are described in Chapter 13.

Interpreting the results of an analysisis akey part of the analyst’s art. It must be understood that the
analysis only produces results and not conclusions. The results provide the basis on which the analysts
or decision makers can draw conclusions. When a number of analysts are given the same set of resullts,
the conclusion drawn by each analyst may be different, as seen in Section 1.2.

10. Present Results: The final step of all performance projects isto communicate the results to other
members of the decision-making team. It isimportant that the results be presented in a manner that is
easily understood. This usually requires presenting the results in graphic form and without statistical
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jargon. The graphs should be appropriately scaled. The issue of correct graph plotting is discussed
further in Chapter 10.

Often at this point in the project the knowledge gained by the study may require the analyst to go back
and reconsider some of the decisions made in the previous steps. For example, the analyst may want to
redefine the system boundaries or include other factors and performance metrics that were not
considered before. The complete project, therefore, consists of several cycles through the steps rather
than a single sequential pass.

The steps for a performance evaluation study are summarized in Box 2.2 and illustrated in Case Study 2.1.

Case Study 2.1 Consider the problem of comparing remote pipes with remote procedure calls. In a
procedure call, the calling program is blocked, control is passed to the called procedure along with a
few parameters, and when the procedure is complete, the results as well as the control return to the
calling program. A remote procedur e call is an extension of this concept to adistributed computer
system. A program on one computer system calls a procedure object on another system. The calling
program waits until the procedure is complete and the result is returned. Remote pipes are also
procedure like objects, but when called, the caller is not blocked. The execution of the pipe occurs
concurrently with the continued execution of the caller. Theresults, if any, are later returned
asynchronougly.

Box 2.2 Stepsfor a Performance Evaluation Study
1. State the goals of the study and define the system boundaries.

List system services and possible outcomes.

Select performance metrics.

List system and workload parameters.

Select factors and their values.

Select evaluation techniques.

Select the workload.

Design the experiments.

. Anayze and interpret the data.

10. Present the results. Start over, if necessary.
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The following project plan was written before starting the study.

1. System Definition: The goal of the case study isto compare the performance of applications using
remote pipes to those of similar applications using remote procedure calls. The key component under
JUMP'TO TOPIC study is the so-called channel. A channel can be either a procedure or a pipe. The system consists of
two computers connected via a network as shown in Figure 2.1. The requests are sent via the channel
— from the client computer to the server computer. Only the subsets of the client and server computers
that offer channel servicesis considered to be part of the system. The study will be conducted so that
the effect of components outside the system is minimized.

= — =]
FIGURE 2.1 System definition for the study of remote procedure calls versus remote pipes.

2. Services: The services offered by the system are the two types of channel calls—remote procedure
call and remote pipe. The resources used by the channel calls depend upon the number of parameters
passed and the action required on those parameters. In this case study, data transfer is chosen asthe
application and the calls will be classified simply as small or large depending upon the amount of data
to be transferred to the remote machine. In other words, the system offers only two services: small data
transfer or large data transfer.

3. Metrics: Due to resource limitations, the errors and failures will not be studied. Thus, the study will
be limited to correct operation only. For each service, the rate at which the service can be performed,
the time taken for the service, and the resources consumed will be compared. The resources are the
local computer (client), the remote computer (server), and the network link. This leads to the following
performance metrics:

(a) Elapsed time per call

(b) Maximum call rate per unit of time, or equivalently, the time required to complete a block of
n successive cals

(c) Loca CPU time per call

(d) Remote CPU time per call

(e) Number of bytes sent on the link per call

4, Parameters. The system parameters that affect the performance of a given application and data size
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are the following:
(&) Speed of thelocal CPU
(b) Speed of the remote CPU
(c) Speed of the network
(d) Operating system overhead for interfacing with the channels
(e) Operating system overhead for interfacing with the networks

(f) Reliability of the network affecting the number of retransmissions required
The workload parameters that affect the performance are the following:

(&) Time between successive calls
(b) Number and sizes of the call parameters
() Number and sizes of the results
(d) Type of channel
(e) Other loads on the local and remote CPUs
(f) Other loads on the network
5. Factors: The key factors chosen for this study are the following:
(a) Type of channel. Two types—remote pipes and remote procedure calls—will be compared.

(b) Speed of the network. Two locations of the remote hosts will be used—short distance (in the
campus) and long distance (across the country).

(c) Sizes of the call parametersto be transferred. Two levels will be used—small and large.

(d) Number n of consecutive calls. Eleven different values of n—1, 2, 4, 8, 16, 32, ..., 512,
1024—will be used.
The factors have been selected based on resource availability and the interest of the sponsors. All
other parameters will be fixed. Thus, the results will be valid only for the type of CPUs and
operating systems used. The retransmissions due to network errors will be ignored (not included
in the measurements). Experiments will be conducted when there is very little other load on the
hosts and the network.
6. Evaluation Technique: Since prototypes of both types of channels have aready been implemented,
measurements will be used for evaluation. Analytical modeling will be used to justify the consistency
of measured values for different parameters.
7. Workload: The workload will consist of a synthetic program generating the specified types of
channel requests. This program will aso monitor the resources consumed and log the measured resullts.
Null channel requests with no actual work but with monitoring and logging activated will be used to
determine the resources consumed in monitoring and logging.

8. Experimental Design: A full factorial experimental design with 23 x 11 = 88 experiments will be
used for the initial study. The factorial experimental designs are explained in Chapter 16.

9. Data Analysis: Analysis of Variance (explained in Section 20.5) will be used to quantify the effects
of the first three factors and regression (explained in Chapter 14) will be used to quantify the effects of
the number n of successive cals.

10. Data Presentation: The final results will be plotted as afunction of the block size n.

This case study was completed successfully and reported by Glasser (1987).
EXERCISES

2.1 From published literature, select an article or areport that presents results of a performance
evaluation study. Make alist of good and bad points of the study. What would you do different if you
were asked to repeat the study.

2.2 Choose a system for performance study. Briefly describe the system and list
a. Services
b. Performance metrics
C. System parameters
d. Workload parameters
e. Factors and their ranges
f. Evaluation technique




g. Workload

Justify your choices.
Suggestion: Each student should select a different system such as a network, database, processor, and
so on, and then present the solution to the class.
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CHAPTER 3
..., 18 SELECTION OF TECHNIQUES AND METRICS

_ response time n. An unbounded, random variable T, associated with agiven TIMESHARING
system and representing the putative time which elapses between T, the time of sending a
message, and T, the time when the resulting error diagnostic is received.

—S. Kelly-Bootle
The Devil’s DP Dictionary

Selecting an evaluation technique and selecting a metric are two key stepsin all performance evaluation
projects. There are many considerations that are involved in correct selection. These considerations are
presented in the first two sections of this chapter. In addition, performance metrics that are commonly used
are defined in Section 3.3. Finally, an approach to the problem of specifying the performance requirementsis
presented in Section 3.5.

3.1 SELECTING AN EVALUATION TECHNIQUE

The three techniques for performance evaluation are analytical modeling, simulation, and measurement. There
are anumber of considerations that help decide the technique to be used. These considerations are listed in
Table 3.1. Thelist is ordered from most to least important.

The key consideration in deciding the evaluation technique is the life-cycle stage in which the system is.

M easurements are possible only if something similar to the proposed system already exists, as when
designing an improved version of a product. If it isanew concept, analytical modeling and simulation are the
only techniques from which to choose. Analytical modeling and simulation can be used for situations where
measurement is not possible, but in general it would be more convincing to othersif the analytical modeling
or ssimulation is based on previous measurement.

TABLE 3.1 Criteriafor Selecting an Evaluation Technique
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Analytical

Criterion Modeling Simulation M easurement
1. Stage Any Any Postprototype
2. Timerequired Small Medium Varies

3. Tools Analysts Computer languages I nstrumentation
4. Accuracy? Low Moderate Varies

5. Trade-off evaluation  Easy Moderate Difficult

6. Cost Small Medium High

7. Saleability Low Medium High

3n al cases, result may be misleading or wrong.

The next consideration is the time available for evaluation. In most situations, results are required yesterday.
If that isreally the case, then analytical modeling is probably the only choice. Simulations take along time.

M easurements generally take longer than analytical modeling but shorter than simulations. Murphy’s law
strikes measurements more often than other techniques. If anything can go wrong, it will. Asaresult, thetime
required for measurementsis the most variable among the three techniques.

The next consideration is the availability of tools. The tools include modeling skills, simulation languages,
and measurement instruments. Many performance analysts are skilled in modeling. They would not touch a
real system at any cost. Others are not as proficient in queueing theory and prefer to measure or simulate.
Lack of knowledge of the simulation languages and techniques keeps many analysts away from simulations.

Level of accuracy desired is another important consideration. In general, analytical modeling requires so
many simplifications and assumptions that if the results turn out to be accurate, even the analysts are
surprised. Simulations can incorporate more details and require less assumptions than analytical modeling
and, thus, more often are closer to reality. Measurements, although they sound like the real thing, may not
give accurate results simply because many of the environmental parameters, such as system configuration,
type of workload, and time of the measurement, may be unique to the experiment. Also, the parameters may
not represent the range of variables found in the real world. Thus, the accuracy of results can vary from very
high to none when using the measurements technique.

It must be pointed out that level of accuracy and correctness of conclusions are not identical. A result that is
correct up to the tenth decimal place may be misunderstood or misinterpreted; thus wrong conclusions can be
drawn.

The goal of every performance study is either to compare different alternatives or to find the optimal
parameter value. Analytical models generally provide the best insight into the effects of various parameters
and their interactions. With smulations, it may be possible to search the space of parameter values for the
optimal combination, but often it is not clear what the trade-off is among different parameters. Measurement
isthe least desirable technique in this respect. It is not easy to tell if the improved performanceis aresult of
some random change in environment or due to the particular parameter setting.

Cost dlocated for the project is also important. Measurement requires real equipment, instruments, and time.
It isthe most costly of the three techniques. Cost, along with the ease of being able to change configurations,
is often the reason for devel oping simulations for expensive systems. Analytical modeling requires only paper
and pencils (in addition to the analyst’ s time). Anaytical modeling is therefore the cheapest aternative.
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Saleability of resultsis probably the key justification when considering the expense and the labor of
measurements. It is much easier to convince othersif it is areal measurement. Most people are skeptical of
analytical results simply because they do not understand the technique or the final result. In fact, people who
» [ JUMP TO TOPIC develop new analytical modeling techniques often validate them by using simulations or actual

————————— measurements.

Sometimesit is helpful to use two or more techniques simultaneously. For example, you may use simulation
and analytical modeling together to verify and validate the results of each one. Until proven guilty, every
person should be presumed innocent. The performance counterpart of this statement is until validated, all
evaluation results are suspect. This leads us to the following three rules of validation:

Do not trust the results of a simulation model until they have been validated by analytical modeling
or measurements.

Do not trust the results of an anaytical model until they have been validated by a simulation model or
measurements.

< Do not trust the results of a measurement until they have been validated by simulation or analytical
modeling.

In particular, the need for the third rule regarding validation of measurement results should be emphasized.
Thisis the most commonly ignored of the three rules. Measurements are as susceptible to experimental errors
and bugs as the other two techniques. The only requirement for validation is that the results should not be
counterintuitive. This method of validation, called expert’sintuition, is commonly used for simulation
models. This and other validation methods can be used for measurement and analytical results and are
discussed in Section 25.2.

Two or more techniques can aso be used sequentially. For example, in one case, a simple analytical model
was used to find the appropriate range for system parameters and a simulation was used later to study the
performance in that range. This reduced the number of simulation runs considerably and resulted in amore
productive use of resources.

3.2 SELECTING PERFORMANCE METRICS

For each performance study, a set of performance criteria or metrics must be chosen. One way to prepare this
set isto list the services offered by the system. For each service request made to the system, there are several


http://www.earthweb.com/
http://corpitk.earthweb.com/
http://corpitk.earthweb.com/content/corp.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/faq/faq.html
http://corpitk.earthweb.com/sitemap.html
http://corpitk.earthweb.com/contactus.html
http://corpitk.earthweb.com/search/search-tips.html
http://corpitk.earthweb.com/search/search-tips.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/search/

possible outcomes. Generally, these outcomes can be classified into three categories, as shown in Figure 3.1.
The system may perform the service correctly, incorrectly, or refuse to perform the service. For example, a
gateway in acomputer network offers the service of forwarding packets to the specified destinations on
heterogeneous networks. When presented with a packet, it may forward the packet correctly, it may forward it
to the wrong destination, or it may be down, in which case it will not forward it at all. Similarly, a database
offersthe service of responding to queries. When presented with a query, it may answer correctly, it may
answer incorrectly, or it may be down and not answer it at all.

If the system performs the service correctly, its performance is measured by the time taken to perform the
service, the rate at which the serviceis performed, and the resources consumed while performing the service.
These three metrics related to time-rate-r esour ce for successful performance are also called r esponsiveness,
productivity, and utilization metrics, respectively. For example, the responsiveness of a network gateway is
measured by its response time—the time interval between arrival of a packet and its successful delivery. The
gateway’ s productivity is measured by its throughput—the number of packets forwarded per unit of time. The
utilization gives an indication of the percentage of time the resources of the gateway are busy for the given
load level. The resource with the highest utilization is called the bottleneck. Performance optimizations at
this resource offer the highest payoff. Finding the utilization of various resources inside the system is thus an
important part of performance evaluation.

FI GURE 3.1 "IThree possible outcomes of a service request.

If the system performs the service incorrectly, an error is said to have occurred. It is helpful to classify errors
and to determine the probabilities of each class of errors. For example, in the case of the gateway, we may
want to find the probability of single-bit errors, two-bit errors, and so on. We may also want to find the
probability of a packet being partially delivered (fragment).

If the system does not perform the service, it is said to be down, failed, or unavailable. Once again, itis
helpful to classify the failure modes and to determine the probabilities of each class. For example, the
gateway may be unavailable 0.01% of the time due to processor failure and 0.03% due to software failure.

The metrics associated with the three outcomes, namely successful service, error, and unavailability, are also
called speed, rdiability, and availability metrics. It should be obvious that for each service offered by the
system, one would have a number of speed metrics, anumber of reliability metrics, and a number of
availability metrics. Most systems offer more than one service, and thus the number of metrics grows
proportionately.

For many metrics, the mean valueis all that isimportant. However, do not overlook the effect of variability.
For example, a high mean response time of atimesharing system aswell as a high variability of the response
time both may degrade the productivity significantly. If thisis the case, you need to study both of these
metrics.

In computer systems shared by many users, two types of performance metrics need to be considered:
individual and global. Individual metrics reflect the utility of each user, while the global metrics reflect the
systemwide utility. The resource utilization, reliability, and availability are global metrics, while response
time and throughput may be measured for each individual aswell as globally for the system. There are cases
when the decision that optimizes individual metricsis different from the one that optimizes the system metric.
For example, in computer networks, the performance is measured by throughput (packets per second). In a
system where the total number of packets allowed in the network is kept constant, increasing the number of
packets from one source may lead to increasing its throughput, but it may also decrease someone else's
throughput. Thus, both the systemwide throughput and its distribution among individual users must be
studied. Using only the system throughput or the individual throughput may lead to unfair situations.

Given anumber of metrics, use the following considerations to select a subset: low variability,
nonredundancy, and compl eteness. Low variability helps reduce the number of repetitions required to obtain a
given level of statistical confidence. Confidence level is explained in Chapter 12. Metrics that are ratios of
two variables generally have alarger variability than either of the two variables and should be avoided if
possible.
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If two metrics give essentially the same information, it isless confusing to study only one. Thisis not aways
obvious, however. For example, in computer networks, the average waiting timein aqueue is equal to the
quotient of the average queue length and the arrival rate. Studying the average queue lengthsin addition to
JUMP.TO TOPIC average waiting time may not provide any additional insights.

— Finally, the set of metricsincluded in the study should be complete. All possible outcomes should be reflected
in the set of performance metrics. For example, in a study comparing different protocols on a computer

network, one protocol was chosen as the best until it was found that the best protocol led to the highest

number of premature circuit disconnections. The probability of disconnection was then added to the set of

performance metrics.

Case Study 3.1 Consider the problem of comparing two different congestion control algorithms for

computer networks. A computer network consists of a number of end systems interconnected viaa

number of intermediate systems. The end systems send packets to other end systems on the network.

The intermediate systems forward the packets along the right path. The problem of congestion occurs

when the number of packets waiting at an intermediate system exceeds the system’ s buffering capacity

and some of the packets have to be dropped.

The system in this case consists of the network, and the only service under consideration is that of

packet forwarding. When a network user sends a block of packets to another end station called

destination, there are four possible outcomes:

1. Some packets are delivered in order to the correct destination.

2. Some packets are delivered out of order to the destination.

3. Some packets are delivered more than once to the destination (duplicate packets).

4, Some packets are dropped on the way (lost packets).

For packets delivered in order, straightforward application of the time-rate-resource metrics produces

the following list:

1. Responsetime: the delay inside the network for individual packets.

. Throughput: the number of packets per unit of time.

. Processor time per packet on the source end system.

. Processor time per packet on the destination end systems.

. Processor time per packet on the intermediate systems.
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The response time determines the time that a packet has to be kept at the source end station using up its
memory resources. Lower response time is considered better. The throughput is the performance as seen by
the user. Larger throughput is considered better.

The variability of the response time is also important since a highly variant response results in unnecessary
retransmissions. Thus, the variance of the response time became the sixth metric.

Out-of-order packets are undesirable since they cannot generally be delivered to the user immediately. In
many systems, the out-of-order packets are discarded at the destination end systems. In others, they are stored
in system buffers awaiting arrival of intervening packets. In either case, out-of-order arrivals cause additional
overhead. Thus, the probability of out-of-order arrivals was the seventh metric.

Duplicate packets consume the network resources without any use. The probability of duplicate packets was
therefore the eighth metric.

L ost packets are undesirable for obvious reasons. The probability of lost packetsis the ninth metric. Excessive
losses result in excessive retransmissions and could cause some user connections to be broken prematurely;
thus the probability of disconnect was added as the tenth metric.

The network isamultiuser system. It is necessary that all users be treated fairly. Therefore, fairness was
added as the eleventh metric. It is defined as a function of variability of throughput across users. For any
given set of user throughputs (X, X,,..., X,), the following function can be used to assign afairness index to the

Set:
[E?ux-'}:

I(‘t‘lxll' ”-,,.I.) m—_—NT
nY e X

For all nonnegative values of x;’s, the fairness index aways lies between 0 and 1. If all usersreceive equal
throughput, the fairnessindex is 1. If only k of the n users receive equal throughput and the remaining n - k
users receive zero throughput, the fairness index is k/n. For other distributions also, the metric gives intuitive
fairness values.

After afew experiments, it was clear that throughput and delay were really redundant metrics. All schemes
that resulted in higher throughput also resulted in higher delay. Therefore, the two metrics were removed from
the list and instead a combined metric called power, which is defined as the ratio of throughput to response
time, was used. A higher power meant either a higher throughput or alower delay; in either case it was
considered better than alower power.

The variance in response time was also dropped since it was redundant with the probability of duplication and
the probability of disconnection. A higher variance resulted in a higher probability of duplication and a higher
probability of premature disconnection.

Thus, in this study a set of nine metrics were used to compare different congestion control algorithms.

3.3 COMMONLY USED PERFORMANCE METRICS

This section defines and explains some of the commonly used performance metrics. In each case, the
definition proposed is only one of many possibilities. Some definitions will need to be changed to suit certain
applications.

Response time is defined as the interva between a user’ s request and the system response, as shown in
Figure 3.2a. This definition, however, is simplistic since the requests as well as the responses are not
instantaneous. The users spend time typing the request and the system takes time outputting the response, as
shown in Figure 3.2b. There are two possible definitions of the response timein this case. It can be defined as
either the interval between the end of arequest submission and the beginning of the corresponding response
from the system or asthe interval between the end of arequest submission and the end of the corresponding
response from the system. Both definitions are acceptable as long as they are clearly specified. The second
definition is preferableif the time between the beginning and the end of the response is long. Following this
definition, the response time for interactive usersin atimesharing system would be the interval between
striking the last return (or enter) key and the receipt of the last character of the system’ s response.



[ O e —

FIGURE 3.2 Response time definition.

For a batch stream, responsiveness is measured by turnaround time, which is the time between the
submission of a batch job and the completion of its output. Notice that the time to read the input isincluded in

the turnaround time.
The time between submission of arequest and the beginning of its execution by the system is called the
reaction time. To measure the reaction time, one has to able to monitor the actions inside a system since the

beginning of the execution may not correspond to any externally visible event. For example, in timesharing
systems, the interval between a user’slast key stroke and the user’ s process receiving the first CPU quantum

would be called reaction time.

Previous !Tabl e of Contents!Next

HOME SUBSCRIBE 'SEARCH FAGQ SITEMAP CONTACT US

Use of this site is subject to certain , All rights
reserved. Reproduction whole or in part in any form or medium without express written of
EarthWeb is prohibited. Read EarthWeb's statement.


javascript:displayWindow('images/03-02.jpg',500,480 )
javascript:displayWindow('images/03-02.jpg',500,480)
http://corpitk.earthweb.com/
http://corpitk.earthweb.com/content/corp.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/faq/faq.html
http://corpitk.earthweb.com/sitemap.html
http://corpitk.earthweb.com/contactus.html
http://corpitk.earthweb.com/products.html
http://corpitk.earthweb.com/contactus.html
http://corpitk.earthweb.com/aboutus.html
http://www.earthweb.com/about_us/privacy.html
http://www.itmarketer.com/
http://corpitk.earthweb.com/
http://corpitk.earthweb.com/agreement.html
http://corpitk.earthweb.com/copyright.html
http://www.earthweb.com/about_us/perm.html
http://www.earthweb.com/about_us/privacy.html

N

An
EARTHWEB

Resource

HOME  SUBSCRIBE  SEARCH FAQ@ |SITEMAP |COMNTACT US

iT KNOWLEDG E_COMW Enterprise Subscription X

Need IT. Find IT. Know IT. ITKNOWLEDGE.COM M4

Art of Computer Systems Performance Analysis Techniques For Experimental Design

» | KEYWORD SEARCH Measurements Simulation And Modeling

- by Raj Jain
_ Wiley Computer Publishing, John Wiley & Sons, Inc.
GOt ISBN: 0471503363 Pub Date: 05/01/91

¥ Search Tios Search this book:

F Advanced Search m

k PUBLICATION LOOKUP Previous!TabIeof Contents!Next

The response time of a system generally increases as the load on the system increases. The ratio of response
time at a particular load to that at the minimum load is called the stretch factor. For atimesharing system, for
example, the stretch factor is defined as the ratio of the response time with multiprogramming to that without

» JUMPTO TOPIC multi programming.

— Throughput is defined as the rate (requests per unit of time) at which the requests can be serviced by the

system. For batch streams, the throughput is measured in jobs per second. For interactive systems, the
throughput is measured in requests per second. For CPUSs, the throughput is measured in Millions of
Instructions Per Second (M IPS), or Millions of Floating-Point Operations Per Second (M FL OPS). For
networks, the throughput is measured in packets per second (pps) or bits per second (bps). For transactions
processing systems, the throughput is measured in Transactions Per Second (TPS).

The throughput of a system generally increases as the load on the system initially increases. After a certain
load, the throughput stops increasing; in most cases, it may even start decreasing, as shown in Figure 3.3. The
maximum achievable throughput under ideal workload conditionsis called nominal capacity of the system.
For computer networks, the nominal capacity is called the bandwidth and is usually expressed in bits per
second. Often the response time at maximum throughput is too high to be acceptable. In such cases, it is more
interesting to know the maximum throughput achievable without exceeding a prespecified response time
limit. This may be called the usable capacity of the system. In many applications, the knee of the throughput
or the response-time curve is considered the optimal operating point. As shown in Figure 3.3, thisis the point
beyond which the response time increases rapidly as afunction of the load but the gain in throughput is small.
Before the knee, the response time does not increase significantly but the throughput rises as the load
increases. The throughput at the knee is called the knee capacity of the system. It is also common to measure
capacity in terms of load, for example, the number of users rather than the throughput. Once again, it isagood
ideato precisely define the metrics and their units before using them in a performance evaluation project.

P
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FIGURE 3.3 Capacity of asystem.

The ratio of maximum achievable throughput (usable capacity) to nominal capacity is caled the efficiency.
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For example, if the maximum throughput from a 100-Mbps (megabits per second) Loca Area Network
(LAN) isonly 85 Mbps, its efficiency is 85%. The term efficiency is also used for multiprocessor systems.
Theratio of the performance of an n-processor system to that of a one-processor system isits efficiency, as
shown in Figure 3.4. The performanceis usually measured in terms of MIPS or MFLOPS.

The utilization of aresource is measured as the fraction of time the resource is busy servicing requests. Thus
thisisthe ratio of busy time and total elapsed time over a given period. The period during which aresourceis
not being used is called the idle time. System managers are often interested in balancing the load so that no
one resource is utilized more than others. Of course, thisis not always possible.

Some resources, such as processors, are aways either busy or idle, so their utilization in terms of ratio of busy
time to total time makes sense. For other resources, such as memory, only afraction of the resource may be
used at agiven time; their utilization is measured as the average fraction used over an interval.

......
IS ——

FIGURE 3.4 Efficiency of amultiprocessor system.

Thereliability of asystemisusually measured by the probahility of errors or by the mean time between
errors. The latter is often specified as error-free seconds.

The availability of a system is defined as the fraction of the time the system is available to service users
reguests. The time during which the system is not available is called downtime; the time during which the
systemis availableis called uptime. Often the mean uptime, better known asthe Mean Time To Failure
(MTTF), isabetter indicator since asmall downtime and a small uptime combination may resultin a
high-availability measure, but the users may not be able to get any service if the uptimeisless than thetime
required to complete a service.

In system procurement studies, the cost/per formanceratio is commonly used as a metric for comparing two
or more systems. The cost includes the cost of hardware/software licensing, installation, and maintenance
over agiven number of years. The performance is measured in terms of throughput under a given response
time constraint. For example, two transaction processing systems may be compared in terms of dollars per
TPS.

3.4 UTILITY CLASSIFICATION OF PERFORMANCE METRICS

Depending upon the utility function of a performance metric, it can be categorized into three classes:

» Higher is Better or HB. System users and system managers prefer higher values of such metrics.
System throughput is an example of an HB metric.

» Lower isBetter or L B. System users and system managers prefer smaller values of such metrics.
Response time is an example of an LB metric.

« Nominal isBest or NB. Both high and low values are undesirable. A particular value in the middle is
considered the best. Utilization is an example of an NB characteristic. Very high utilization is
considered bad by the users since their response times are high. Very low utilization is considered bad
by system managers since the system resources are not being used. Some value in the range of 50 to
75% may be considered best by both users and system managers.

Figure 3.5 shows hypothetical graphs of utility of the three classes of metrics. The utility class of ametricis
useful in data presentation, for example, in Kiviat graphs discussed later in Section 10.6.

FIGURE 3.5 Typesof metrics.



javascript:displayWindow('images/03-04.jpg',500,356 )
javascript:displayWindow('images/03-04.jpg',500,356)
javascript:displayWindow('images/03-05.jpg',500,473 )
javascript:displayWindow('images/03-05.jpg',500,473)

3.5 SETTING PERFORMANCE REQUIREMENTS

One problem performance analysts are faced with repeatedly is that of specifying performance requirements
for asystem to be acquired or designed. A general method to specify such requirementsis presented in this
section and isillustrated with a case study.
To begin, consider these typical requirement statements:
The system should be both processing and memory efficient. It should not create excessive overhead.
There should be an extremely low probability that the network will duplicate a packet, deliver a packet
to the wrong destination, or change the data in a packet.
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These requirement statements are unacceptable since they suffer from one or more of the following problems:

1. Nonspecific: No clear numbers are specified. Qualitative words such as low, high, rare, and
extremely small are used instead.

» JUMPTO TOPIG 2. Nonmeasurable: Thereisno way to measure a system and verify that it meets the requirement.

— 3. Nonacceptable: Numerical values of requirements, if specified, are set based upon what can be
achieved or what looks good. If an attempt is made to set the requirements realistically, they turn out to
be so low that they become unacceptable.

4. Nonrealizable: Often, requirements are set high so that they look good. However, such requirements
may not be redlizable.

5. Nonthorough: No attempt is made to specify a possible outcomes.

What all these problems lack can be summarized in one word: SMART. That is, the requirements must be
Specific, M easurable, Acceptable, Realizable, and Thorough. Specificity precludes the use of words like “low
probability” and “rare.” Measurability requires verification that a given system meets the requirements.
Acceptability and realizability demand new configuration limits or architectural decisions so that the
reguirements are high enough to be acceptable and low enough to be achievable. Thoroughness includes all
possible outcomes and failure modes. As discussed in Section 3.2, every system provides a set of services. For
every request for a service, there are three possible outcomes: successful performance, incorrect performance,
and nonperformance. Thoroughness dictates that the requirements be set on all possible outcomes.

For the requirements to be meaningful, specify bounds, if any, on the configurations, workloads, and
environments.

Theseideas are illustrated in the following case study.

Case Study 3.2 Consider the problem of specifying the performance requirements for a high-speed
LAN system. A LAN basically provides the service of transporting frames (or packets) to the specified
destination station. Given a user request to send aframe to destination station D, there are three
categories of outcomes: the frame is correctly delivered to D, incorrectly delivered (delivered to a
wrong destination or with an error indication to D), or not delivered at all. The performance
reguirements for these three categories of outcomes were specified as follows:

1. Soeed: If the packet is correctly delivered, the time taken to deliver it and therate at which it is
delivered are important. This leads to the following two reguirements:
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(@) The accessdelay at any station should be less than 1 second.
(b) Sustained throughput must be at |east 80 Mbits/sec.

2. Reliability: Five different error modes were considered important. Each of these error modes causes
adifferent amount of damage and, hence, has a different level of acceptability. The probability
requirements for each of these error modes and their combined effect are specified as follows:

(a) The probability of any bit being in error must be less than 10-7.
(b) The probability of any frame being in error (with error indication set) must be less than 1%.

(c) The probability of aframein error being delivered without error indication must be less than
1035,

(d) The probability of aframe being misdelivered due to an undetected error in the destination
address must be less than 10-18,

(e) The probability of aframe being delivered more than once (duplicate) must be less than 10-5.

(f) The probability of losing aframe on the LAN (due to all sorts of errors) must be less than
1%.

3. Availability: Two fault modes were considered significant. The first was the time lost due to the
network reinitializations, and the second was time lost due to permanent failures requiring field service
calls. The requirements for frequency and duration of these fault modes were specified as follows:

(@) The meantimeto initialize the LAN must be less than 15 milliseconds.
(b) The mean time between LAN initializations must be at least 1 minute.

() The meantimeto repair aLAN must be lessthan 1 hour. (LAN partitions may be operational
during this period.)
(d) The mean time between LAN partitioning must be at least half aweek.

All of the numerical values specified above were checked for realizability by analytical modeling, which
showed that LAN systems satisfying these requirements were feasible.

EXERCISES

3.1 What methodology would you choose?
a. To select apersona computer for yourself
b. To select 1000 workstations for your company
¢. To compare two spread sheet packages
d. To comparetwo data-flow architectures, if the answer was required:
i. Yesterday
ii. Next quarter
iii. Next year
3.2 Make acomplete list of metrics to compare
a. Two persona computers
b. Two database systems
c. Two disk drives
d. Two window systems

FURTHER READING FOR PART |

There are a number of books on computer systems performance eval uation. However, most of these books
emphasize only one of the three evaluation techniques.

The book by Lazowska et al. (1984) has an excellent treatment of queueing models. Lavenberg (1983)
provides a good review of queueing models and simulation. Ferrari (1978), Ferrari, Serazzi, and Zeigner
(1983), and Howard (1983) have good discussions of measurement techniques and their applicationsto a wide
variety of performance problems, such as system tuning, workload characterization, program tuning, and
others.

Other books on performance analysis and modeling are Gelenbe and Mitrani (1980), Kobayashi (1978),
Leung (1987), McKerrow (1987), Molloy (1989), and Sauer and Chandy (1981).




Majone and Quade (1980) and Koopman (1956) have interesting discussions of common pitfalls of analysis.

The fairness definition presented in Case Study 3.1 is due to Jain, Chiu, and Hawe (1984). The complete case
study is described in Jain (1985).
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PART II
R MEASUREMENT TECHNIQUES AND TOOLS
JUMP TO TOPIC

_ Computer system performance measurements involve monitoring the system whileiit is being subjected to a
particular workload. In order to perform meaningful measurements, the workload should be carefully selected.
To achieve that goal, the performance analyst needs to understand the following before performing the
measurements:

1. What are the different types of workloads?

. Which workloads are commonly used by other analysts?

. How are the appropriate workload types sel ected?

. How is the measured workload data summarized?

. How isthe system performance monitored?

. How can the desired workload be placed on the system in a controlled manner?
. How are the results of the evaluation presented?

The answers to these questions and related issues are discussed in this part.

CHAPTER 4
TYPES OF WORKLOADS

benchmark v. trans. To subject (a system) to a series of testsin order to obtain prearranged
results not available on competitive systems.

— S. Kelly-Bootle
The Devil’s DP Dictionary

This chapter describes workloads that have traditionally been used to compare computer systems. This
description will familiarize you with workload-related names and terms that appear in performance reports.
Most of these terms were developed for comparing processors and timesharing systems. In Chapter 5, the


http://www.earthweb.com/
http://corpitk.earthweb.com/
http://corpitk.earthweb.com/content/corp.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/faq/faq.html
http://corpitk.earthweb.com/sitemap.html
http://corpitk.earthweb.com/contactus.html
http://corpitk.earthweb.com/search/search-tips.html
http://corpitk.earthweb.com/search/search-tips.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/search/

discussion is generalized to other computing systems such as database systems, network, and so forth.

Theterm test wor kload denotes any workload used in performance studies. A test workload can be real or
synthetic. A real workload is one observed on a system being used for normal operations. It cannot be
repeated, and therefore, is generally not suitable for use as a test workload. Instead, a synthetic workload,
whose characteristics are similar to those of the real workload and can be applied repeatedly in a controlled
manner, is developed and used for studies. The main reason for using a synthetic workload isthat it isa
representation or model of the real workload. Other reasons for using a synthetic workload are no real-world
datafiles, which may be large and contain sensitive data, are required; the workload can be easily modified
without affecting operation; it can be easily ported to different systems due to its small size; and it may have
built-in measurement capabilities.

The following types of test workloads have been used to compare computer systems:
1. Addition instruction
2. Instruction mixes
3. Kernels
4, Synthetic programs
5. Application benchmarks

Each of these workloads is explained in this chapter, and the circumstances under which they may be
appropriate are discussed.

4.1 ADDITION INSTRUCTION

Historically, when computer systems were first introduced, processors were the most expensive and most used
components of the system. The performance of the computer system was synonymous with that of the
processor. Initialy, the computers had very few instructions. The most frequent is the addition instruction.
Thus, as afirst approximation, the computer with the faster addition instruction was considered to be the
better performer. The addition instruction was the sole workload used, and the addition time was the sole
performance metric.

4.2 INSTRUCTION MIXES

As the number and complexity of instructions supported by the processors grew, the addition instruction was
no longer sufficient, and a more detailed workload description was required. This need led several people to
measure the relative frequencies of various instructions on real systems and to use these as weighting factors
to get an average instruction time.

Aninstruction mix is aspecification of various instructions coupled with their usage frequency. Given
different instruction timings, it is possible to compute an average instruction time for a given mix and use the
average to compare different processors. Several instruction mixes are used in the computer industry; the most
commonly quoted oneis the Gibson mix.

The Gibson mix was developed by Jack C. Gibson in 1959 for use with IBM 704 systems. At that time,
processor speeds were measured by memory cycle time, addition time, or an average of addition and
multiplication times. The Gibson mix extended the averaging to 13 different classes of instructions, shown in
Table 4.1. The average speed of a processor can be computed from the weighted average of the execution
times of instructionsin the 13 classes listed in the table. The weights are based on the relative frequency of
operation codes as measured on afew IBM 704 and IBM 650 systems.

Previous|Table of Contents Next|

HOME SUBSCRIBE 'SEARCH FAQ SITEMAP CONTACT US


http://corpitk.earthweb.com/
http://corpitk.earthweb.com/content/corp.html
http://corpitk.earthweb.com/search/
http://corpitk.earthweb.com/faq/faq.html
http://corpitk.earthweb.com/sitemap.html
http://corpitk.earthweb.com/contactus.html

Use of this site is subject to certain . All rights
reserved. Reproduction whole or in part in any form or medium without express written of
EarthWeb is prohibited. Read EarthWeb's statement.



http://corpitk.earthweb.com/products.html
http://corpitk.earthweb.com/contactus.html
http://corpitk.earthweb.com/aboutus.html
http://www.earthweb.com/about_us/privacy.html
http://www.itmarketer.com/
http://corpitk.earthweb.com/
http://corpitk.earthweb.com/agreement.html
http://corpitk.earthweb.com/copyright.html
http://www.earthweb.com/about_us/perm.html
http://www.earthweb.com/about_us/privacy.html

&

An
EARTHWEB

Resource

HOME SUBSCRIBE SEARCH FAG  SITEMAP [CONTACT US

iT KNOWLEDG E_COMW Enterprise Subscription X

Need IT. Find IT. Know IT. iITKNOWLEDGE.COM \4 :

Art of Computer Systems Performance Analysis Techniques For Experimental Design

KEYWORD SEARCH Measurements Simulation And Modeling

- by Raj Jain
_ Wiley Computer Publishing, John Wiley & Sons, Inc.
GOt ISBN: 0471503363 Pub Date: 05/01/91

¥ Search Tios Search this book:

F Advanced Search m

PUBLICATION LOOKUP Previous!TabIe of Contents!Next

TABLE 4.1 Gibson Instruction Mix

1. Load and Store 31.2

JUMPTOTOPIC 2. Fixed-Point Add and Subtract 6.1
—_——— 3. Compares 3.8
— 4. Branches 16.6
5. Floating Add and Subtract 6.9

6. Floating Multiply 38

7. Floating Divide 15

8. Fixed-Point Multiply 0.6

9. Fixed-Point Divide 0.2

10. Shifting 4.4

11. Logical, And, Or 16

12. Instructions not using registers 53

13. Indexing 18.0

100.0

Instruction mixes have several disadvantages. Today’ s computers provide many more complex classes of
instructions that are not reflected in the mixes. In modern computer systems, instruction timeis highly
variable depending upon addressing modes, cache hit rates, pipeline efficiency, and interference from other
devices during processor-memory access cycles. The instruction times also vary according to parameter
values such as frequency of zeros as a parameter, the distribution of zero digitsin amultiplier, the average
number of positions of preshift in floating-point add, and the number of times a conditional branch istaken.
The mixes do not reflect the virtual addressing facilities (for example, page trandlation tables) that are
provided by some processors.

Despite these limitations, instruction mixes do provide a single number for use in relative comparisons with
other computers of similar architectures. Either this combined single time or a complete list of individual
instruction timesis useful in estimating the time required to execute key algorithmsin applications and
system programs. The inverse of average instruction time is commonly quoted as the MIPS (Millions of
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Instructions Per Second) or MFLOPS (Millions of Floating-Point Operations Per Second) rates for the
Processor.

It must be pointed that the instruction mixes only measure the speed of the processor. This may or may not
have effect on the total system performance when the system consists of many other components. System
performanceis limited by the performance of the bottleneck component, and unless the processor is the
bottleneck (that is, the usage is mostly compute bound), the MIPS rate of the processor does not reflect the
system performance.

4.3 KERNELS

The introduction of pipelining, instruction caching, and various address translation mechanisms made
computer instruction times highly variable. Anindividual instruction could no longer be considered in
isolation. Instead, it became more appropriate to consider a set of instructions, which constitutes a higher level
function, a service provided by the processors. Researchers started making alist of such functions and using
the most frequent function as the workload. Such afunction is called akernel. Since most of theinitial
kernels did not make use of the input/output (1/0O) devices and concentrated solely on the processor
performance, this class of kernels could be called the processing ker nel.

A kernel isageneralization of the instruction mix. The word kernel means nucleus. In some specialized
applications, one can identify a set of common operations, for example, matrix inversion. Different processors
can then be compared on the basis of their performance on this kernel operation. Some of the commonly used
kernels are Sieve, Puzzle, Tree Searching, Ackermann’s Function, Matrix Inversion, and Sorting. However,
unlike instruction mixes, most kernels are not based on actual measurements of systems. Rather, they became
popular after being used by a number of researchers trying to compare their processor architectures.

Most of the disadvantages of instruction mixes also apply to kernels, although some of the disadvantages
related to parameter values, such as frequency of zeros and frequency of branches, no longer apply. The main
disadvantage of kernelsis that they do not typically make use of I/O devices, and thus, the kernel performance
does not reflect the total system performance.

4.4 SYNTHETIC PROGRAMS

The processing kernels do not make use of any operating system services or 1/0O devices. As the applications
of computer systems are proliferating, they are no longer used for processing-only applications. I nput/output
operations have become an important part of the real workloads. Initial attempts to measure 1/O performance
lead analysts to develop simple exerciser loops that make a specified number of service calls or |/O requests.
This alows them to compute the average CPU time and elasped time for each service call. In order to
maintain portability to different operating systems, such exercisers are usually written in high-level languages
such as FORTRAN or Pascal.

Thefirst exerciser loop was proposed by Buchholz (1969) who called it a synthetic program. A sample
exerciser is shown in Figure 4.1. It makes a number of 1/O requests. By adjusting the control parameters, one
can control the number of times the request is made. Exerciser loops are also used to measure operating
system services such as process creation, forking, and memory allocation.

The main advantage of exerciser loopsisthat they can be quickly developed and given to different vendors. It
is not necessary to use real datafiles, which may contain proprietary information. The programs can be easily
modified and ported to different systems. Further, most exercisers have built-in measurement capabilities.
Thus, once devel oped, the measurement process is. automated and can be repeated easily on successive
versions of the operating systems to characterize the relative performance gains/losses.
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DI MENSI ON Record (500)
I Control paraneters:

JUMPTO TOPIC Num_Conput es=500 ! Repeat count for conputation
L = Num Reads=35 ! Number of records read

— Num Wit es=40 I'Nunmber of records witten
Num It erati ons=1000 | Repeat count for the experinent
I Open files:

OPEN(UNI T=1, NAME=' I n. dat’ , TYPE=' A d’ ,

1FORME Unformatted’ , ACCESS="Direct’)

OPEN( UNI T=2, NAME=' Qut . dat’ . TYPE=' New ,

1FORME unformatted’ , ACCESS="Direct’)

CALL Get Ti ne(CPUL. El apsedl) | Record starting tine

DO 500 Iteration=1, Numlterations

I Performa nunber of read 1/GCs

DO 100 i-1, Num Reads

READ(1' 1), Record

100 CONTI NUE

I Do comput ation

DO 200 j =1, Num Conput es

DO 200 i-1, 500

200 Record(i)=1 + i + i*i + i*i*j
I Performa nunber of wite |/Cs

DO 300 i =1, Num Wites

WRI TE(2'i). Record

300 CONTI NUE

500 CONTI NUE

CALL Get Ti me(CPU2, El apsed2) ! Get ending tine
IClose files:

CLOSE( UNI T=1)
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CLOSE( UNI T=2)

CPU_Ti me=( CPU2- CPUL) / Num_ I terati ons

El apsed_Ti me=( El apsed2- El apsedl)/ Num Iterations

TYPE *,"CPU tinme per iteration is ', CPUTine

TYPE *.'El asped tinme per iteration is '.Elapsed_Tine
STOP

END

FIGURE 4.1 Synthetic workload generation program.

The disadvantages of exercisers are that they are generally too small and do not make representative memory
or disk references. The mechanisms of page faults and disk cache may not be adequately exercised. The
CPU-I/O overlap may not be representative. In particular, exercisers are not suitable for multiuser
environments since the loops may create synchronizations, which may result in better or worse performance.

4.5 APPLICATION BENCHMARKS

If the computer systems to be compared are to be used for a particular application, such as banking or airline
reservations, a representative subset of functions for that application may be used. Such benchmarks are
generally described in terms of functions to be performed and make use of almost all resourcesin the
system, including processors, 1/O devices, networks, and databases.

An example of the application benchmark is the debit-credit benchmark described in Section 4.6.7.
4.6 POPULAR BENCHMARKS

In trade presses, the term benchmark is almost always used synonymously with workload. Kernels, synthetic
programs, and application-level workloads, for example, are al called benchmarks. Although the instruction
mixes are atype of workload, they have not been called benchmarks. Some authors have attempted to
restrict the term benchmark to refer only to the set of programs taken from real workloads. This distinction,
however, has mostly been ignored in the literature. Thus, the process of performance comparison for two or
more systems by measurements is called benchmar king, and the workloads used in the measurements are
called benchmarks. Some of the well-known benchmarks are described next.

4.6.1 Sieve

The sieve kernel has been used to compare microprocessors, personal computers, and high-level languages.
It is based on Eratosthenes' sieve algorithm and is used to find al prime numbers below a given number n.
The agorithm, in its manual form, consists of first writing down all integers from 1 to n and then striking out
all multiplesof kfor k=2,3,..., n. For example, to find al prime numbers from 1 to 20, the steps are as
follows:

1. Write down al numbers from 1 to 20. Mark al as prime:

B BB B E B EEEE
Ec O O e R
2. Remove al multiples of 2 from thelist of primes:
[2| [2| 3] 4 5| & 7| & o] 10 [1T| 12 [13| 14 [15| 16 [17] 18 [19] 20
3. Thenext integer in the sequence is 3. Remove all multiples of 3:

EEE4EGE891OH 12 [13 141516ﬂ 18ﬂ 20

4. Thenext integer in the sequenceis 5, which is greater than the sguare root of 20. Hence, the
remaining sequence consists of the desired prime numbers.

A Pascal program to implement the sieve kernel is given in Figure 4.2.



PROGRAM Pri me (OUTPUT) ;
CONST
MaxNum = 8191; (* Lists all primes up to MaxNum *)
Num terations = 10; (* Repeats procedure Numterations tines *)
VAR
IsPrime : ARRAY [1..MaxNum OF BOOLEAN,
i,k,Iteration : INTEGER, (* Loop indexes *)
NunPrimes : INTEGER (* Nunmber of prines found *)
BEA N
WRI TELN(‘ Usi ng Eratosthenes Sieve to find prines up to ', MxNunj;
WRI TELN(‘ Repeating it ',Nunlterations,’ tines.’);
FOR Iteration := 1 TO Numl terati ons DO
BEGA N (* Initialize all nunbers to be prinme *)

FORi := 1 TO MaxNum DO
IsPrime[i] := TRUE;

i 1= 2;

WH LE i *i <= MaxNum DO
BEGA N

|F IsPrime[i] THEN
BEG N (* Mark all rnultiples of i to be nonprine *)

k :=1i +1i;
WH LE k <= MaxNum DO
BEG N
I sPrime[k] := FALSE;
k 1=k +i;

END; (* of WHI LE k *)
END, (* of If IsPrins *)
i+ i+ 1
END; (* of WHILE i*i *)
NunPrinmes := 0;
FORi := 1 TO MaxNum DO (* Count the nunber of prines *)
IF IsPrims[i] THEN NunPrinmes := NunPrinmes + 1,
WRI TELN( NunPrines. * primes’);
END; (* of FOR Iterations *)
(* The follow ng can be added during debugging to list prinmes. *)
(* FORi :=1 TO MaxNum DO | F IsPrime[i] THEN WRI TELN (i); *)
END.

FIGURE 4.2 Pascal program to implement sieve workload.
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4.6.2 Ackermann’s Function

This kernel has been used to assess the efficiency of the procedure-calling mechanismin ALGOL-like
languages. The function has two parameters and is defined recursively. The function Ackermann (3,n) is
evauated for values of n from 1 to 6. The average execution time per call, the number of instructions
executed per call, and the amount of stack space required for each call are used to compare various systems.

JUMP'TO TOPIC
A listing of the benchmark program in SIMULA is shown in Figure 4.3. The value of the function Ackermann

(3,n) is2m3 — 3. Thisknowledge is used in the code to verify the implementation of the benchmark. The
number of recursive callsin evaluating Ackermann (3,n) has been shown by Wichmann (1976) to be

BEG N

Acker mann ;=

I'Mai n Program
k :=16; K1 := 1;
FOR n : =
BEG N

| NTEGER PROCEDURE Acker mann(m n);
IF mFO0 THEN n+1
ELSE | F n=0 THEN Ackermann(m1, 1)

VALUE m n;

| NTEGER n; I Loop i ndex;

| NTEGER j ; ! Function val ue;

| NTEGER num cal | s; I Number of recursive calls;
| NTEGER k; I Contains 2**(n+3);

| NTEGCER k1; I Contains 4**(n-1);

REAL t1,t2; I CPU tine val ues;

| NTEGER m n;

ELSE Ackermann(m 1, Ackermann(mn-1));

Ilnitialize k and

1 STEP 1 UNTIL 6 DO

k1l for n=1;

t1l := CPUTI ME; I Begi nning CPU timne;
j = Ackermann (3,n); I Conput e the function;
t2 := CPUTI Mg I Endi ng CPU ti ne;

IFj <> k-3 THEN QUTTEXT(“Wong Val ue”);
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QUTTEXT(“Net CPU Tinme for Ackermann (3,”);
QUTI NT(n, 1); OUTTEXT(“) is");
OUTREAL(t2-t1, 7, 15); OUTI MAGE;

Num calls := (512*k1l- 15*k+9*n+37)/ 3;
QUTTEXT(“CPU Tine per call:");
QUTREAL((t2-t1)/numcalls.7,15);

OUTI MAGE;

ki = 4*k1; I Update k1 for the next n;

k := 2*k; I Update k for the next n;
END

END

FIGURE 4.3 SIMULA program to implement Ackermann’s function.
(512 x 471 — 15 x 2n*+3 + 9n + 37)/3

This expression is used to compute the execution time per call. For Ackermann (3,n), the maximum depth of
the procedure calls is 2n*3 — 4. Hence, the amount of stack space required doubles when nisincreased by 1.

4.6.3 Whetstone

Used at the British Central Computer Agency, the Whetstone kernel consists of a set of 11 modules designed
to match observed dynamic frequency of operations used in 949 ALGOL programs. The kernel exercises such
processor features as array addressing, fixed- and floating-point arithmetic, subroutine calls, and parameter
passing. It has been translated from ALGOL to FORTRAN, PL/I, and other languages. A listing of the
workload in ALGOL can be found in Curnow and Wichmann (1975).

The results of the Whetstone benchmarks are measured in KWIPS (Kilo Whetstone I nstructions Per Second).
There are many permutations of the Whetstone benchmark, so it isimportant to ensure that comparisons
across various systems utilize the same source code and that the internal loop counter is defined large enough
to reduce timing variability.

Despite its synthetic mix of operations, Whetstone is generally considered a floating-point benchmark and is
mostly representative of small engineering/scientific applications that fit into cache memory.

The modules were designed to minimize the impact of known compiler optimizations. Newer compiler
optimization techniques can significantly affect the execution time of this workload on a processor. It suffers
from other problems of kernelsin that thereis no I/O and values of input parameters significantly affect the
measured performance.

4.6.4 LINPACK

Developed by Jack Dongarra (1983) of Argonne National Laboratory, this benchmark consists of a number of
programs that solve dense systems of linear equations using the UNPACK subroutine package. UNPACK
programs can be characterized as having a high percentage of floating-point additions and multiplications.
Most of thetimeis consumed in a set of subroutines called the Basic Linear Algebra Subprograms (BLAS),
which are called repeatedly throughout the benchmark.

The LINPACK benchmarks are compared based upon the execution rate as measured in MFLOPS. The most
popular variants solve a 100 x 100 system of equations, either in single or double precision, and have become
one of the most widely used benchmarks to gauge engineering/scientific applications performance. For
example, many finite element, finite difference, simulation, and regression analysis applications exploit
LINPACK-like equation solvers.
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LINPACK represents mechanical engineering applications on workstations. These applications range from
drafting to numerically controlled machines to finite element analysis and call for both high computation
speed and good graphics processing.
» JUMP'TO TOPIC
e 4.6.5 Dhrystone
[
Developed in 1984 by Reinhold Weicker at Siemens, this kernel contains many procedure callsand is
considered to represent systems programming environments. It is available in three languages: C, Pascal, and
Ada. However, the C version is the most commonly used. The results are usually presented in Dhrystone
Instructions Per Second (DIPS). The benchmark documentation presents a set of ground rules for building and
executing Dhrystone. The benchmark has been updated several times, and it isimportant to specify the
version number when the kernel is used. The kernel alegedly has arather low dynamic nesting depth of the
function calls, alow number of instructions per function call, and alarge percentage of time spent in
character-string copying and comparing. The benchmark is a popular measure of integer performance; it does
not exercise floating-point or 1/O processing.

4.6.6 Lawrence Livermore Loops

Thisworkload consists of a set of 24 separate tests dominated by large scientific calculations that are largely
vectorizable. They have been abstracted from the applications at Lawrence Livermore National Laboratories
(see McMahon 1986) and run widely on systems from supercomputers to personal computers.

The results of this suite of benchmarks are rather complex to interpret because there is no attempt to reduce
the results down to a single number. The results, given in MFLOPS (Millions of Floating-Point Operations
Per Second), are reported for minimum, maximum, and three means: arithmetic, geometric, and harmonic.

A review of representative, large-scale computational science applications in the physics and chemistry fields
reveals that 40 to 60% of the execution time, on average, is spent performing floating-point calculations both
in single- and double-precision arithmetic. Large-scale computational fluid dynamics applications, such as
those used in airplane design, weather modeling, and astrophysics, benefit from high, single-stream,
floating-point performance, such as that provided by vector and RISC-based systems. Similarly, Monte Carlo
simulations used in particle physics basic research and in computational chemistry as applied to chemical and
drug design benefit from high scalar performance. The Lawrence Livermore FORTRAN kernels, which
represent computational kernels extracted from actual applications developed and used in the National
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L aboratories, have become one de facto standard used to gauge the computationa power of systems. Asis
common among large-scal e computational science codes, anumber of the kernels are highly resistant to
vectorization but do benefit from high single- and double-precision floating-point performance.

4.6.7 Debit-Credit Benchmark

This application-level benchmark has become a de facto standard to compare transaction processing systems.
Although severa variations of the benchmark have been in use since 1973, it was first recorded in the
published literature in an anonymous article by a group of two dozen computer professional's (see Anonymous
et a. 1985). The benchmark represents a distributed banking network. As shown in Figure 4.4, a bank usually
has several branch offices, each with several tellers. The customers arriving at the branch stand in a queue for
the next availableteller. Alternately, there may be a separate queue for each teller.

= = L =
el el el R ) i)
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FIGURE 4.4 Banking environment.

The debit-credit benchmark came into being in 1973 when alarge retail bank wanted to put its 1000 branches,
10,000 tellers, and 10,000,000 accounts on-line with a peak load of 100 Transactions Per Second (TPS).
Smaller systems can be represented by suitably scaling these numbers. Each TPS requires 10 branches, 100
tellers, and 100,000 accounts. For example, systems claiming a performance of 50 TPS should run the
benchmark with 500 branches, 5000 tellers, and 5,000,000 accounts.

Different systems are compared on the basis of a price-performance ratio. The performance is measured by
throughput in terms of TPS such that 95% of all transactions provide 1 second or less response time. The
response time is measured as the time interval between the arrival of the last bit from the communications line
and the sending of the first bit to the communications line. The cost includes the total expenses for a 5-year
period on purchase, installation, and maintenance of the hardware and software in the machine room. It does
not include expenditures for terminal's, communications, application development, or operations.
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A pseudo-code definition of the debit-credit workload is given in Figure 4.5. There are four record typesin
the database: account, teller, branch, and history. History records are 50 bytes; others are 100 bytes. Each
transaction consists of reading a 10byte message from a block mode terminal connected via X.25. The system

JUMP TO TOPIC performs presentation services to map the input for a

Begi n- Transacti on

Read nmessage fromthe term nal (100 bytes)

Rewrite account (100 bytes, random
Wite history (50 bytes, sequential)
Rewrite teller (100 bytes, random
Rewrite branch (100 bytes, random

Wite nessage to the term nal
Conmmmi t - Transacti on

(200 bytes)

FIGURE 4.5 Dehit-credit transaction pseudo-code.

COBOL program, which in turn uses a database system to debit a bank account, do the standard double-entry
bookkeeping, and then reply to the terminal. Fifteen pe